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ABSTRACT

Network inference refers to the process of extracting sensitive information from a network without directly accessing it. This poses a significant threat to network security since it allows attackers to gain insight into sensitive information such as flow information through inference. Possessing flow information about a wireless network can empower attackers to launch more sophisticated and targeted attacks. Network inference relies on consistent traffic patterns or behavior to establish the relationship between the measured link metrics and flow information. Therefore, dynamic routing can help enhance resilience against network inference by proactive introducing variability into network traffic patterns, which can incur a high probability of mismatch between the observed patterns and the actual ones. In this paper, we observe that the inference error is positively related to the mismatch. Therefore, we propose a dynamic routing protocol, called Max-Mismatch-Probability (MMP), which seeks to maximize mismatch probability and increase the inference error. In this paper, we provide the theoretical analysis of our proposed protocol and show that the inference error of MMP is $\Theta(\sqrt{N})$, which is verified in our experimental results.
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• Networks → Network layer protocols; • Security and privacy → Mobile and wireless security.
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1 INTRODUCTION

Network flow information is the foundational knowledge for wireless networks. It encompasses sensitive information about the network, such as the data rates at which data flows between source-destination pairs along end-to-end paths. If malicious adversaries possess such knowledge, they can understand who is communicating with whom or the data rate between two communicating parties, and then launch effective attacks against the network. For example, given the flow pattern, attackers can create profiles of individual devices or users based on their behavior. This can assist in targeting specific devices for attacks or tailoring phishing attempts to match the behavior of particular users. The direct observation of end-to-end flow information in some wireless networks, such as wireless sensor networks (WSNs) and mobile ad-hoc networks (MANETs), often remains unattainable or could be prohibited due to various reasons such as privacy concerns, legal restrictions, or technical limitations. For example, in MANETs, nodes communicate directly with each other, forming a self-organizing network without a fixed centralized infrastructure to control the routing flows, making monitoring them challenging.

Network inference, also known as network tomography, is designed as a process of indirectly inferring sensitive flow information by observing link metrics that are easy to capture in a wireless network. Network inference involves using relationships between end-to-end flow rates and link rates, often determined by the routing protocols and network topology, to make inferences. However, when malicious attackers leverage network inference to analyze and infer flow information from captured and seemingly innocuous data, they can uncover valuable information that can aid in their attacks. Network inference eliminates the requirement for attackers to gain access to the network, which results in significant security and privacy concerns.

For successful network inference, attackers should rely on consistent patterns and behavior. Therefore, dynamic routing can be used to mitigate wireless inference attacks. Dynamic routing protocols continually adjust the paths that data packets take within a wireless network. This means that even if an attacker is monitoring network traffic over time, the flow rates and communication paths they observe will be constantly changing, creating mismatch between the observed traffic pattern and the actual pattern used in the network. This mismatch disrupts the attacker’s
ability to derive an accurate inference from the measured link information. In literature, many dynamic routing protocols have been proposed. In our early work [?], the performance of many existing dynamic routing protocols was investigated and compared without proposing new protocols. However, we notice that most of existing protocols prioritize security objectives other than defending network inferences, thereby hindering resilience performance. For example, in Tor [?], anonymous communication is achieved by randomly choosing three relays; however, it remains unclear whether the randomness of Tor is sufficient to prevent network inference attack. In this paper, we observe that the inference error is positively related to the probability of the mismatch between the flow template, which is characterized as the random matrix in network inference, observed by the attackers, and the real template used in the network. Motivated by this, we propose a dynamic routing protocol, called Max-Mismatch-Probability (MMP), which seeks to maximize mismatch probability and increase the inference error. We conduct a comprehensive theoretical analysis to demonstrate that our proposed method MMP can achieve the inference error on the same order of the number of nodes in the network.

Following is a summary of the contribution of this paper.

- We design a routing protocol that specifically addresses the resilience of the network inference attack on wireless networks, and then we propose a protocol called Max-Mismatch-Probability to prevent this attack.
- We present a comprehensive theoretical analysis of the performance of MMP against inference attacks, i.e., inference errors, and the cost of the protocol, which is the delay. Using MMP, we have shown that flow information can be concealed by inference errors.
- Simulations are conducted to demonstrate the performance and cost of MMP, and the results verify the theoretical analysis.

The remainder of this paper is organized as follows. In Section 2, we briefly introduce the network inference and state our problem. In Section 3, we introduce our mathematical model of the routing protocol and propose our design. In Section 4 we provide theoretical analysis and deliver and prove our results. In Section 5, we use simulation experience to verify our results. Finally, we present related work in Section 6 and conclude in Section 7.

## 2 ATTACK MODELING AND DESIGN

### MOTIVATION

In this section, we first present the network model and the background of network inference. Then, we state our research problems. All notations are defined in Table ???. Without extra specification, in this paper, the upper-case bold indicates a matrix, the lower-case bold indicates a vector, and the calligraphic font indicates a set.

#### 2.1 Wireless Network Model

The topology of a wireless network is modeled as a random geometric graph (RGG), which has been widely used for modeling distributed wireless networks [?]. Denoted by $\mathcal{G} = \langle \mathcal{V}, \mathcal{L} \rangle$ the RGG, where $\mathcal{V}$ is the node set and $\mathcal{L}$ is the undirected link set. Let $N = |\mathcal{V}|$ and $L = |\mathcal{L}|$ be the total number of nodes and links respectively. In this network, each node represents an RF end, and $N$ nodes are randomly placed in a region $\Omega = [0, \sqrt{N/\lambda}]^2$, where $\lambda$ denotes the node density, and we assume $\lambda$ is sufficiently large such that the entire network is connected asymptotically almost surely [?]. Denoted by $r$ the transmission range of each node, and two nodes are connected if they are in each other’s transmission range. Note that adopting whether the directed or undirected case has no impact on our formulation of our problem and the directed case is a straightforward extension of the undirected case.

In the network, packets are exchanged between nodes in a node pair, resulting in multiple end-to-end data flows. We denote by $\mathcal{F}$ the end-to-end flow set consisting of the potential flow for each node pair. Therefore, there are $|\mathcal{F}| = N(N - 1)/2$ flows in this network, which is also the number of node pairs. Denoted by $x_i$ the data rate of flow $f_i \in \mathcal{F}$, then we have a column vector $x = [x_i]_{i \in [1, |\mathcal{F}|]}$, the flow rate vector for the network. We consider $x_i = 0$ if flow $f_i$ does not exist (i.e., there is no communication). By analyzing the flow rate vector $x$, we can determine who is communicating with whom in the network and how much data rate they have. The disclosure of such information is undesirable or even prohibited in many practical scenarios such as military and civil applications [? ? ?].

#### 2.2 Wireless Network Inference Attacks

The flow rate vector $x$ contains important information for the network. Malicious adversaries can launch powerful, effective attacks against a network when they possess such information. As a result, we model the attacker’s objective as obtaining the flow rate vector $x$. It should be noted that although each link is connected wirelessly with a broadcast nature, the flow rate vector $x$ is usually not directly measurable by the attacker since the flow information is indicated at the network or higher layers [?], whose data is typically encrypted at the physical or link layers. As a result, the attacker has to indirectly infer this information from physical and link-layer activities, which is referred to as network inference.

Mathematically, let a column vector $y = [y_1, y_2, \cdots, y_L]^T$ be a measured link rate vector where $y_i$ denotes the rate of the link $l_i$. In network inference, the relationship between the link rate vector $y$ and the flow rate vector $x$ can be modeled as the following linear system

$$y = Rx,$$  \hfill (1)
where $R$ is the routing matrix with size $L \times |F|$, whose entry

$$r_{ij} = \begin{cases} 1, & \text{if link } l_j \text{ is present on a path of flow } f_j; \\ 0, & \text{otherwise.} \end{cases} \quad (2)$$

Information in $R$ illustrates how flows are constructed by links based on routing protocols. Denoted by $T$ the routing protocol used in a network. Figure 1 demonstrates a toy example showing how the routing matrix is built based on the shortest-path routing protocol. This network consists of 6 nodes, 6 links, and 8 flows. Therefore the link set $L = \{l_1, \cdots, l_6\}$ and flow set $F = \{f_1, \cdots, f_8\}$.

Assume the shortest-path protocol is implemented in this network, and we define the number of hops as the distance, then each flow will select the shortest path for routing packets. For example, the flow $f_2$ will go through links $l_1$ and $l_2$ which have the shortest distance 2, and the distance of all other paths are longer than this path, e.g., the distance of path $A \rightarrow B \rightarrow E \rightarrow F \rightarrow C$ is 4, thus we avoid using it. Then the second column of the routing matrix $R$ is $[1 1 0 0 0 0]^T$ indicating that flow $f_2$ is concatenated by $l_1$ and $l_2$.

In a wireless network, it is easy to obtain the link rate vector $\gamma$ through eavesdropping. The routing matrix $R$ is determined by the network topology and routing protocol. In this paper, we consider a powerful attacker who has an entire knowledge of the network topology and routing protocol. Denoted by $x_\gamma$ the inferred value of flow rate vector $x$, and defines the inference error $\epsilon$ as

$$\epsilon = \|\hat{x} - x\|_2. \quad (3)$$

Then we can model the objective of the attacker is to obtain an inferred flow rate vector $\hat{x}$ which has the minimized inference error $\epsilon$, given the knowledge of the link rate vector $\gamma$, the network topology $G$, the routing protocol $T$, i.e.,

$$\text{Objective : } \hat{x} = \arg \min \epsilon \quad \text{Given : } \gamma, \ G, \ T. \quad (4)$$

In a wireless network, the number of flows $|F|$ is usually larger than the number of links $L$, resulting in the linear system (2) under-determined, thus the attacker can leverage any optimization algorithms to minimize the inference error $\epsilon$. In Figure 2, the shortest-path protocol is used, then we have the routing path of each traffic flow will be fixed onto the one with the shortest distance. If flow rate of $f_1$ is 10bps and other flows have no data exchange, i.e., $\gamma = [0 0 0 1 0 0 0 0]$, and given the routing matrix $R$, we can know the rate of links $l_2$ and $l_4$ are 10bps, i.e., $x = [0 1 0 1 0 0]$. Then we can model the objective of the attacker is to obtain an

$$\text{objective : } \hat{x} = \arg \min \epsilon \quad \text{Given : } \gamma, \ G, \ T. \quad (4)$$

In Figure 2, an illustrative example is provided of how the routing matrix $R$ in static routing (e.g., the shortest-path) and a random static routing protocol.

In this work, we assume the optimization algorithm used by the attacker is agnostic to us which is the worst case since if we know it, we may provide a easier method-specific defense strategy.

### 2.3 Dynamic Routing

Taking a close look at (??), the inference error will be induced by two factors: the routing matrix $R$, and the eavesdropping link rate vector $\gamma$. Since the wireless medium is open, the attacker is always able to acquire an accurate link rate vector $\gamma$ through advanced spectrum sniffing techniques [??], thus our focus in this work is on investigating how the routing matrix $R$ can affect the attacker for inferring the flow rate.

Even though the routing matrix $R$ is not directly available to the attacker in some network scenarios, the attacker is able to construct it based on the routing protocol $T$ and network topology $G$. Denoted by $\hat{R}$ the constructed routing matrix by the attacker. Assuming the optimization algorithm is accurate enough, then the inference error $\epsilon$ will be solely dominated by the mismatch between the constructed routing matrix $\hat{R}$ and the real matrix $R$. In the case of static routing, such as the shortest-path, the routing matrix $R$ is uniquely constructed based on the routing protocol $T$ and will be fixed for all communication rounds. Even in the scenario where routing protocol is not available, the attacker is still able to obtain it through sensing. Therefore The attacker can build the exact routing matrix with high probability, i.e., $\hat{R} = R$, resulting in an accurate inference of the flow rate vector $\hat{x}$. In contrast, the routing path of each flow changes at each communication round under a dynamic routing protocol. Given the routing protocol $T$ and topology $G$, the routing matrix $R$ cannot be uniquely determined, making constructing an accurate routing matrix extremely difficult, resulting in more inference errors to the attacker than deterministic ones. Previous work in [??] analyzed the performance of many existing dynamic routing protocols without proposing new protocols. However, we notice that most of existing dynamic protocols prioritize security objectives other than defending network inferences, thereby hindering resilience performance. Therefore, in this work, we are interest in designing a routing protocol that specifically addresses the resilience of the network inference attack in wireless networks.

In Figure 2, an illustrative example is provided of how the routing matrix $R$ in a 4-node, 6-link network is constructed based on two kinds of routing strategies, i.e., $T_1$: shortest-path and $T_2$: random dynamic routing. In this example, there are two traffic flows, i.e., flow $f_1$ from node A to D, and flow $f_2$ from node B to C, in

![Figure 1: Example of a network consisting of 6 nodes (nodes A \( \cdots \) F), 6 links (links $l_1$ \( \cdots \) $l_6$), and 8 flows (flows $f_1$ \( \cdots \) $f_8$), and a routing matrix $R$ built based on the shortest-path routing protocol.](image1)

![Figure 2: Illustrative example of the difference of routing matrix $R$ in static routing (e.g., the shortest-path) and a random static routing protocol.](image2)
which each flow contains 3 potential paths, i.e., the flow \( f_1 \) may use path \( l_1 \rightarrow l_4 \), or \( l_2 \rightarrow l_3 \) or \( l_5 \), and flow \( f_2 \) may use path \( l_2 \rightarrow l_1 \), or \( l_3 \rightarrow l_4 \) or \( l_6 \). For the shortest-path protocol \( T_1 \), the routing matrix can be uniquely determined. Flow \( f_1 \) only goes through link \( l_2 \) and flow \( f_2 \) goes through link \( l_5 \), thus there is only one candidate \( R^{f_1} \) that can be selected by the routing matrix. Accordingly, by using the shortest-path protocol, it is very likely to construct a routing matrix \( R \) by the attacker such that \( R = R^f \), from which an accurate flow rate vector can be derived. However, for the dynamic routing strategy \( T_2 \), where the routing matrix can be randomly selected from \( 3 \times 3 = 9 \) candidates (e.g., \( R^{f_1}, \ldots, R^{f_9} \)) at each transmission round. As the routing matrix selection is random and unpredictable, even if the attacker is aware of the routing protocol, the attacker cannot gain any priority on the selection of the current routing matrix, and the probability that \( R = R^f \) is \( 1/9 \). Therefore, the matrix mismatch will introduce additional errors, which, in turn, will protect the network against inference attacks.

### 3 ROUTING PROTOCOL MODELING AND DESIGN

In Figure 3, we demonstrate that introducing additional errors is the basic idea for why dynamic routing can protect networks against network inference attacks. Therefore, this paper aims to propose a dynamic routing protocol \( T \) that maximizes the inference error \( e \). In the following, we first model the dynamic routing protocol and then propose our protocol.

#### 3.1 Routing Protocol Decomposition and Modeling

Each traffic flow can include multiple paths in a wireless network, and the routing protocol determines which path is selected. For example in Figure 3, there are two traffic flows and each flow includes 3 paths, therefore, the routing protocol will choose one path for each flow and totally there are 9 combinations. To have a better understanding of the routing protocol, according to [7], we decompose the routing matrix \( R \) into two parts, i.e., \( R = M \times D \), where \( M \) is the path set matrix and \( D \) is the routing protocol matrix.

The path set matrix \( M = [m_1, m_2, \ldots, m_F] \) represents all paths of every traffic flow in the network, in which each entry \( m_i \) indicates the path set of flow \( f_i \). Denoted by \( P_f \) the path set of flow \( f_i \in F \), and let \( P = \{ P_f \}_{f=1}^{F} \) be path set of every flow in the network. Define a function \( V \) to map paths to column vectors in the routing matrix, then we have \( V(P_f) = m_i \) and \( V(P) = M \). Note that a path set matrix \( M \) can be uniquely determined when a specific topology is provided.

The routing protocol matrix \( D = \text{diag}(d_1, d_2, \ldots, d_F) \) is responsible for modeling the behavior of a routing protocol into a matrix that selects a particular path for each active flow at each communication round. Every \( d_i \) is a column vector with length \( |P_f| \), in which only one entry is 1 and the remaining entries are all 0, identifying the selected path. For the static routing protocol \( D \) is unique, rendering the routing matrix \( R \) unique as well. For the dynamic routing protocol, the \( D \) changes over time, making the routing matrix \( R \) dynamic.

Figure 3 shows how the decomposition happens in the example of Figure 3. Since there are two active traffic flows and each flow contains 3 paths. Thereby, we have the path set matrix \( M = [m_2, m_5] \), and each \( m_i \) includes three columns indicating 3 potential paths. We assume the routing protocol selects path 3 and path 4 for flow 1 and flow 2, respectively. Then we can see \( d_1 \) is \([0, 0, 1]^T\) (i.e., select path 3) and \( d_2 \) is \([1, 0, 0]^T\) (i.e., select path 4). Then the routing matrix is constructed by path 3 and path 4.

Based on the decomposition \( R = MD \) we can model the routing protocol \( T \) as follows.

**Model 1.** [Routing Protocol] In a network, the routing protocol can be modeled as a function \( T \) to derive the routing protocol matrix \( D \), given the network topology \( G \), the path set matrix \( M \), i.e.,

\[
D_f = T(G, M) \text{.} \tag{5}
\]

**Remark 1.** The Model ?? divides the construction of the routing matrix \( R \) into two separate factors i.e., the path set matrix \( M \) and the routing protocol matrix \( D \), and build the connection between the routing protocol \( T \) and the routing protocol matrix \( D \). The static routing protocol can be considered as a one-to-one mapping, thus given the input, the routing protocol matrix \( D \) can be uniquely derived. In contrast, the dynamic routing protocol can be considered as a one-to-many mapping, which derives a set consisting of many candidates of routing protocol matrices. The probability that the attacker has a correct construction depends on the size of the set.

#### 3.2 Max-Mismatch-Probability Routing

The dynamic routing protocol builds a set of routing protocol matrices. For example, in Figure ??, there are 9 candidate matrices. At each communication round, the network randomly chooses one \( D \) to determine the routing matrix \( R \), and the attacker will also randomly choose one \( D \) to construct \( R \) and then launch the inference attack. The selection mismatch, i.e., \( R \neq D \), will cause the attacker and the network to construct different routing matrices, i.e., \( R \neq D \), and eventually induce inference error. To maximize the inference error, the intuitive strategy is to select matrix \( D \) that has the maximum difference \( ||R - D|| \). However, this strategy requires knowing the matrix selected by the attacker \( D \), which is usually unavailable.

Instead, we notice that, in a random graph, the inference error is also related to the probability that the attacker and the network will choose different routing protocol matrices, and this probability is determined by the number of candidate matrices generated by the routing protocol. For example, if there is only one candidate matrix, then the probability of choosing a different matrix will be 0. For
In this section, we provide the theoretical analysis of our proposed protocol for the upper and lower bound of the inference error. We first introduce the genie bound and then we show our theoretical results.

4.1 Genie Bound

As aforementioned, the attacker can leverage any optimization algorithm to infer the flow rate vector \( \hat{x} \), and we are agnostic to optimization algorithm. To remove the impact from the algorithm, a commonly used method is to leverage the genie bound \([?]\) to measure the inference error \( \epsilon \).

Specifically, 1) we first construct a new flow rate vector \( \hat{x}_g \) via deleting zero entries by the help of a genie, and \( R_g \) is the routing matrix based on \( x_g \). This step shrinks the system by removing the flows with no data traffic and have a new system

\[
y = R_g x_g.
\]

2) Use the least square to derive the estimation of \( x_g \), i.e.,

\[
\hat{x}_g = (R_g^T R_g)^{-1} R_g^T y.
\]

3) Finally, the genie bound can be derived as the mean square error of \( \hat{x}_g \) and \( x_g \)

\[
G(x_g) = \mathbb{E} \left( \| \hat{x}_g - x_g \|^2 \right).
\]

In solving under-determined systems, the genie bound is widely used to provide a lower error bound regardless of the method of inference used. Using the genie bound, we redefine the inference error as

\[
\epsilon_g = \mathbb{E} \left( \| \hat{x}_g - x_g \|^2 \right).
\]

Remark 2. The first two steps convert the under-determined system \([?]\) to a determined system by eliminating nonexistent flows, so that inference approaches have no effect on deriving the genie bound. Then the inference error \( \epsilon \) in \([?]\) is measured only on the flows with real traffic, serving as a general, method-independent error bound.

Remark 3. Note that the estimation \([?]\) is available under the condition that the row rank of \( R_g \) is no less than the column rank of \( R_g \). This condition is always valid because \( x \) is spare, and in practice, it is less likely that every node is communicating with others. Denoted by \( \mathcal{F}_g \) the corresponding flow set of \( x_g \), obtained by removing non-existing flows from \( \mathcal{F} \). In the rest of this paper, we assume \( L > F \) where \( F = |\mathcal{F}_g| \), thereby this condition always holds.

4.2 Theoretical Results

Consider the network \( G \) with \( N \) nodes, \( F \) traffic flows. Assume the flow rate \( x_i \in x_g \) is a random variable with mean \( \mu \) and variance \( \sigma^2 \). Then we have the following theorems.

Theorem 1. [Inference Error] For the proposed MMP routing protocol, the inference error \( \epsilon_g \) satisfies

\[
\Theta \left( \frac{F^2 \mu^2 (N-1)^2}{N^2 \sqrt{(N)+F}} \right) \leq \epsilon_g \leq \Theta \left( \frac{2F^2(\mu^2 + \sigma^2)}{N/(N-1)} \right).
\]

Remark 4. Results showing in the Theorem \([?]\) indicates the inference error is affected by the number of flows \( F \) in a network. Then if we increase the number of data flows in the network to make the communication scenario in the network more complicated and intensive, the inference error increases quadratically. In addition, the traffic with larger data rate will also induce more inference error than the slow rate traffic.

Compared to the shortest-path protocol, the proposed MMP protocol incurs a large inference error. However, using a random path for communication will cause a longer delay, since packets are not always routed through the shortest route. In order to measure the extra cost due to the MMP routing protocol, we use the distance between two nodes as the metric of the delay. Denoted by \( \tau \) the average distance of all node pairs, then we have the following theorem.

Theorem 2. [Delay] The delays of MMP satisfy

\[
\tau = \Theta(\sqrt{N}).
\]

Remark 5. Theorem \([?]\) shows that the average delay is on the order of \( \sqrt{N} \) which shares the same order with the typical shortest-path protocol. This indicates that MMP routing protocol does not induce significant delay increase compared with the shortest-path protocol, however the security enhancement is significant against inference attacks.

4.3 Theorem Proof

We first prove Theorem \([?]\) and then prove Theorem \([?]\) because the results from Theorem \([?]\) will be used for the proof of Theorem \([?]\).

4.3.1 Proof of Theorem \([?]\). In a network \( G \), let the distance of \( \forall f_i \in \mathcal{F} \) be \( d_i \) i.e., the number of hops of the shortest path. According to \([?]\), if the density \( \lambda \) is large enough such that the all nodes in the network is connected, then the expected number of path for a node pair is \( \Theta(N) \). Then the average distance of flow \( f_i \) can be expressed as

\[
\tau_{f_i} = d_i + \frac{1}{sN} \sum_{j=1}^{k} c_{ij},
\]

where \( s \) is an arbitrary positive scalar and \( c_{ij} \) is a positive constant showing the distance difference between path \( p_j \in P_i \) to the shortest path. Then the average distance in the network can be expressed
where $B$ according to Lemma ??, we have
\[ \frac{1}{F} \sum_{i=1}^{F} d_i = \Theta(\sqrt{N}) \] (14)
Furthermore, we know
\[ \frac{1}{F+N} \sum_{i=1}^{F+N} c_{ij} = \Theta(1) \] (15)
then we can obtain $\tau = \Theta(\sqrt{N})$, and finish the proof. □

4.3.2 Proof of Theorem ??: According to the Model ??, then (??) can be rewritten by
\[ y = MDx_g. \] (16)
The MMP routing protocol randomly select a path for each flow $f_i \in F$. Therefore, the routing protocol used by the attacker may differ from the network. Denoted by $\hat{D}$ the matrix used by the attacker. Therefore, for the attacker, (??) can be expressed as $y = \hat{M}\hat{D}x_g$. Then the inferred flow rate vector $\hat{x}$ can be written as
\[ \hat{x}_g = [(MD)^TRD]^{-1} (RD)^T y. \] (17)
In the following, the proof logic is partially based on [?]. Then according to the genie bound (??), we have that
\[ G(x_g) = \mathbb{E} \left( \|x_g - x_g\|_2^2 \right) = \mathbb{E} \left( \|B\left(\hat{M} - MD\right)x_g\|_2^2 \right) = \mathbb{E} \left( \|B\Delta x_g\|_2^2 \right) \]
where $B = [(MD)^TMD]^{-1}MD^T$, and $\Delta = MD - \hat{M}D$. In (??), $\Delta$ shows the mismatch between the constructed routing matrix by the attack and the real routing matrix, and a large mismatch is expected to induce a large inference error. According to Lemma ??, we have the following relationship
\[ \lambda_{\min}(B^TB)\|\Delta x_g\|_2^2 \leq \|\Delta x_g\|_2^2 \leq \lambda_{\max}(B^TB)\|\Delta x_g\|_2^2, \] (19)
where $\lambda_{\min}(B^TB)$ and $\lambda_{\max}(B^TB)$ denotes the minimum and maximum eigenvalues of $B^TB$. According to Lemma ??, $\lambda_{\min}(B^TB)$ and $\lambda_{\max}(B^TB)$ can be replaced by $\lambda_{\min}^{-1}(MD(\hat{M}D)^T)$ and $\lambda_{\max}^{-1}(MD(\hat{M}D)^T)$ respectively, then (??) can be rewritten as
\[ \mathbb{E} \left( \frac{\|\Delta x_g\|_2^2}{\lambda_{\max}(MD(\hat{M}D)^T)} \right) \leq G(x_g) \leq \mathbb{E} \left( \frac{\|\Delta x_g\|_2^2}{\lambda_{\min}(MD(\hat{M}D)^T)} \right). \] (20)
Next, we proceed to derive $\lambda_{\max}^{-1}(MD(\hat{M}D)^T)$ and $\lambda_{\min}^{-1}(MD(\hat{M}D)^T)$. According to Lemma ??, we have that $\lambda_{\min}(MD(\hat{M}D)^T) = \Theta(\tau(N))$ and $\lambda_{\max}(MD(\hat{M}D)^T) \leq \Theta \left( \tau(N) + Fr^2(N)/N \right)$. Then the genie bound can be expressed as the following asymptotically solution
\[ \mathbb{E}\|\Delta x_g\|_2^2 \leq \epsilon_g \leq \frac{\mathbb{E}\|\Delta x_g\|_2^2}{\Theta(\tau(N) + Fr^2(N)/N)}. \] (21)
Next, we will derive the $\mathbb{E}\|\Delta x_g\|_2^2$. Let each entry in $\Delta$ as $\delta_{ij}$, where $i \in [1, L]$ and $j \in [1, F]$, and $\delta_{ij} \in \{0, 1, -1\}$. Since both the attacker and the network randomly select their paths for each flow, denoted by $g_j = |P_j|$ the number of paths of flow $f_j$, then we have that
\[ Pr\{\delta_{ij} = 1\} = Pr\{\delta_{ij} = 1 | d_j \neq \hat{d}_j\} Pr\{d_j \neq \hat{d}_j\} = \frac{g_j - 1}{g_j} Pr\{\delta_{ij} = 1 | c_j \neq \hat{d}_j\} \]
\[ = \frac{g_j - 1}{g_j} \Theta \left( \frac{\tau(N)}{N} \right) \left( 1 - \Theta \left( \frac{\tau(N)}{N} \right) \right). \] (22)
Since the path selection is random, we know that $Pr\{\delta_{ij} = -1\} = Pr\{\delta_{ij} = 1\}$. All nodes are placed uniformly, thus according to [? ], all flows will have the same expected number of paths, i.e., $\mathbb{E}(g_j) = g = \Theta(N)$. Then we have
\[ \mathbb{E}\{\delta_{ij}\} = Pr\{\delta_{ij} = 1\} - Pr\{\delta_{ij} = -1\} = \Theta \left( \frac{(N - 1)\tau(N)}{N^2} \right), \] (23)
and
\[ \mathbb{E}\{\delta_{ij}^2\} = Pr\{\delta_{ij} = 1\} + Pr\{\delta_{ij} = -1\} = \Theta \left( \frac{2(N - 1)\tau(N)}{N} \right). \] (24)
Then the lower bound and upper bound of $\mathbb{E}\|\Delta x_g\|_2^2$ can be derived as follows.
\[ \mathbb{E}\|\Delta x_g\|_2^2 \leq \Theta(N) \mathbb{E} \left( \sum_{j=1}^{F} \sum_{i=1}^{L} \delta_{ij} x_j \right)^2 \geq \Theta(N) \mathbb{E} \left( \sum_{j=1}^{F} \delta_{ij} x_j \right)^2 \]
\[ = \Theta \left( \frac{F\mu(N - 1)\tau(N)^2}{N^3} \right). \] (25)
and by leveraging Cauchy-Schwarz inequality
\[
\mathbb{E}[\|\Delta x_i\|^2] = \Theta(N) \mathbb{E}\left( \left( \sum_{j=1}^{F} \delta_{ij} x_j \right)^2 \right) \\
\leq \Theta(N) \mathbb{E}\left( \sum_{j=1}^{F} \delta_{ij}^2 \right) \mathbb{E}\left( \sum_{j=1}^{F} x_j^2 \right) \\
= \Theta\left( \frac{2F^2(N-1)(\sigma^2 + \sigma^2)^2}{N} \right).
\]
Replacing the result of \(\tau(N)\) from Theorem 4, and (??), (??) into (??), we can complete the proof. \(\square\)

### 4.3.3 Proof of Lemmas.

**Lemma 1.** For network \(G\) consisting of \(N\) nodes, for all path based on the shortest path protocol we have the average distance as \(d = \frac{1}{N} \sum_{i=1}^{N} d_i = \Theta(\sqrt{N})\), where \(d_i\) is the distance of arbitrary flow \(f_i \in \mathcal{F}\).

*Proof:* Denoted by \(d_i\), the Euclidean distance for flow \(f_i\). The distance of each hop is \(\Theta(d)\), thus the distance of flow \(f_i\) by using the shortest path is \(\Theta(\sqrt{N})\). The average delay over all flows is \(\Theta\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} d_i \right)^2\). Since all nodes are randomly distributed in a region \(\Omega = [0, \sqrt{N}]^2\), for a large \(N\), we have
\[
\frac{1}{N} \sum_{i=1}^{N} d_i = \Theta\left(\frac{\sqrt{N}}{\lambda}\right).
\]
Therefore the average delay can be derived as
\[
d = \Theta\left(\frac{\sqrt{N}/\lambda}{r}\right) = \Theta(\sqrt{N}),
\]
which completes the proof. \(\square\)

**Lemma 2.** For an arbitrary matrix \(B\) and an arbitrary vector \(a\), it satisfies
\[
\lambda_{\min}(B)\|a\|^2 \leq \|Ba\|^2 \leq \lambda_{\max}(B)\|a\|^2. \tag{29}
\]
where \(\lambda_{\min}(B)\) and \(\lambda_{\max}(B)\) is the minimum and maximum eigenvalues of matrix \(B\).

*Proof:* It is easy to know
\[
\|Ba\|^2 = \|a^T B^T B a\| = \frac{\|a^T B^T B a\|^2}{\|a\|^2}. \tag{30}
\]
Based on [?], \(\|a^T B^T B a\|\) has the minimum bound \(\lambda_{\min}(B^T B)\) and the maximum bound \(\lambda_{\max}(B^T B)\), then we complete the proof. \(\square\)

**Lemma 3.** For a matrix \(B \in \mathbb{R}^{m \times n}\) where \(m > n\), let \(H = (B^T B)^{-1} B^T\), then we have \(\lambda_{\max}(H^T H) = \lambda_{\min}(B^T B)\) and \(\lambda_{\min}(H^T H) = \lambda_{\max}(B^T B)\).

*Proof:* According to singular value decomposition, for matrix \(B \in \mathbb{R}^{m \times n}\), then we have two unitary matrices: \(V \in \mathbb{R}^{m \times m}\) and \(U \in \mathbb{R}^{n \times n}\), such that \(B = U \Lambda V^T\) where \(\Lambda = \text{diag}(s_1, \ldots, s_n) \in \mathbb{R}^{m \times m}\) is a rectangular diagonal matrix, where \(s_i = \lambda_i(V^T B)\) for \(i = 1, \ldots, n\) are singular values of \(B\). Let \(D := \text{diag}(s_1^2, \ldots, s_n^2) \in \mathbb{R}^{n \times n}\), we have \(B^T B = V D V^T\), thus
\[
(B^T B)^{-1} = V D^{-1} V^T. \tag{31}
\]
Then we can derive \(H\) as
\[
H = (B^T B)^{-1} B^T = V D^{-1} V^T U = V A^{-1} U^T, \tag{32}
\]
where \(A^{-1} = \text{diag}(s_1^{-1}, \ldots, s_n^{-1}) \in \mathbb{R}^{n \times m}\). Then
\[
H^T H = U(A^{-1})^T U^T = UD^{-1}U^T. \tag{33}
\]
Combining (??) with (??) we have that \(\lambda(H^T H) = \lambda^{-1}(B^T B)\), which completes the proof. \(\square\)

**Lemma 4.** For a random binary matrix \(B \in \mathbb{R}^{L \times F}\), let the expectation of each entry be \(\mathbb{E}(b_{ij}) = \Theta(\tau(N)/N)\) with \(\tau(N) = O(N)\) and \(L = \Theta(N)\). Then if \(F \rightarrow \infty\) with \(\lim_{L \rightarrow \infty} F/L < \infty\), then the following statements are satisfied almost surely,

1. for the minimum eigenvalue, \(\lambda_{\min}(B^T B) = \Theta(h(N))\)
2. for the maximum eigenvalue,
\[
\lambda_{\max}(B^T B) \leq \Theta\left(\frac{h(N) + \frac{Fh^2(N)}{N}}{N}\right).
\]

*Proof:* We first prove statement (1). According to [?], let \(f\) be a function satisfying \(\text{Var}(fA) = 1\). Then we have
\[
\lambda_{\min}(B^T B) = \frac{L}{F} \lambda_{\min}(L^{-1}(cB)^T (cB)). \tag{34}
\]
From [?], we have \(\lambda_{\min}(L^{-1}(cB)^T (cB)) = \Theta(1)\) with high probability. Then according to [? ], the number of links is on the order of nodes with high probability in an RGG, i.e., \(L = \Theta(N)\) happens with high probability, then we know that
\[
\lambda_{\min}(B^T B) = (L/F^2) \Theta(1) = \frac{\Theta(N)}{\Theta(N/\tau(N))} = \Theta(h(N)). \tag{35}
\]
Now we prove statement (2). Let \(U\) and \(V\) be two matrix where \(V\) is an all-one matrix and each entry in \(u_i \in U\) satisfies \(\mathbb{E}(u_i) = 0\), and \(U\) and \(V\) satisfies
\[
B = U + \Theta h(N)/N. \tag{36}
\]
Replacing into \(B^T B\), then we have that
\[
\lambda_{\max}(B^T B) = \lambda_{\max}(U^T U + \Theta(\tau(N)/N)(U + \Theta V)(N)V) \leq \lambda_{\max}(U^T U) + 2\tau(N)/N \lambda_{\max}(V^T V) + \Theta(\tau(N)/N)^2 \lambda_{\max}(V^T V). \tag{37}
\]
Because the rank of \(V\) is 1, then we have that
\[
\lambda_{\max}(V^T V) = \text{tr}(V^T V) = \sum_{i} \sum_{j} u_{ij}. \tag{38}
\]
According to the large number law,
\[
\lambda_{\max}(V^T V) = o(NF)^{1/p} \tag{39}
\]
for \(1 < p < 2\). Then similarly, we have
\[
\lambda_{\max}(V^T V) = \sum_{u_j \in V} 1 = \Theta(FN) \tag{40}
\]
From [? ], the first term satisfy \(\lambda_{\max}(U^T U) = \Theta(\tau(N))\). Replacing \(\lambda_{\max}(U^T V), \lambda_{\max}(V^T V), \lambda_{\max}(U^T U)\) into (??), we can complete the proof. \(\square\)

### 5 EXPERIMENTAL RESULTS

In this section, we demonstrate the performance of our proposed routing strategy MMP through simulation. In the following, we first introduce the experimental setups, and then evaluate the inference error and the induced delay.
We first evaluate the inference error of our proposed MMP protocol. We consider the data rate of each flow $x$, the worst-case that the inference algorithm is unknown, the genie Tor network as a typical framework for analyzing existing routing protocols. As can be seen, MMP provides a significantly better inference error than Tor. Tor requires the path to pass through the selected relays, thus decreasing the search space for selecting a path. The size of the path set of Tor for arbitrary flow is a subset of that of MMP. As a result, MMP has a higher inference error than Tor.

5.2.2 Varying Mean Value. The inference error is also related to the mean value $\mu$ of the flow rate. Figure ?? shows the comparison results between limited traffic and normal traffic for different $\mu$s. In this figure, we can clearly see that as we increase $\mu$ the inference rate of both flow scenarios increase. The inference error of normal traffic is universally better than the limited traffic because in the normal scenario, there are more flow paths that the attacker should guess.

5.3 Delay Evaluation

According to Theorem ??, the delay is related to the number of nodes $N$. Figure ?? shows the evaluation results between delay and $N$. When the number of nodes increases, the delay for both traffic scenarios increase as well. In addition, there is no big difference between both traffic scenarios because the number of flows has little impact on the delay.

Figure ?? shows the difference between MMP and Tor in terms of the delay. MMP has a smaller delay when there are fewer than 100 nodes, and when the number is greater than 100, MMP has a larger delay. The reason behind this phenomenon is that when the number of nodes is not sufficient, MMP is more likely to choose...
6 RELATED WORK

Our work is related to the network inference and tomography, and the dynamic or random routing designs.

6.1 Network Inference and Tomography

Network tomography and inference have emerged as essential techniques in the field of network monitoring and analysis [??]. Network inference involves the estimation of flow information through eavesdropping on wireless link activities, which is widely feasible in wireless networks because of the broadcast nature of the wireless medium [??][??][??][??]. Many of existing works of network inference and tomography were designed for the optimizing the inference accuracy [??][??][??][??][??][??]. However, the applicability of network inference is still limited by some strong assumptions (e.g., known network topology, etc.). In light of the aforementioned problem, machine learning can be used in order to predict the underlying unknown parameters [??][??][??][??][??]. For example, the authors in [??] use deep neural networks to predict unmeasured network attributes and reconstruct network topology. In [??] leveraged machine learning to facilitate the network inference when only limited information about the network’s topology is available.

From the security perspective, using network inference, the attacker can obtain internal information of a network without accessing to it. In terms of the attack, the authors in [??] proposed an data poisoning attack targeting on misleading the network operator to make a wrong decision. The authors in [??] analyzed the fundamental limit of a stealthy attacker in maximally degrading the performance of end-to-end communications without being localized. For the defense, the authors in [??] provided the proactive strategy to intentionally degree the inference performance. For example, in [??], authors provide a theoretical analysis on the relationship between the inference error and the artificial noise added on the measurements. Authors in [??], by integrating the machine learning, authors noticed that the network topology can be obfuscated to attackers. In our early work [??], the performance of many existing dynamic routing protocols was investigated and compared without proposing new protocols. However, we notice that most of existing protocols prioritize security objectives other than defending network inferences, thereby hindering resilience performance. Different from previous works, this paper focus on investigating the reason to cause the inference error and then designing a routing protocol that specifically addresses the resilience of the network inference attack on wireless networks.

6.2 Dynamic Routing

Dynamic and random routing strategies have garnered significant attention in the wireless networks, offering promising solutions to the challenges posed by the ever-changing and unpredictable nature of wireless environments [??][??]. Dynamic routing adapts to network dynamics by selecting paths for data transmission based on real-time conditions such as signal strength [??][??][??][??], traffic load [??][??][??][??], channel interference [??][??][??][??], and topology changes [??]. For example, in [??], the authors make relay selection based on instantaneous Received Signal Strength Indicator (RSSI) and Link Quality Indicator (LQI) values to fit the wireless environment. When it comes to defending against network inference attacks, dynamic routing can help enhance security by introducing variability into network traffic patterns. Previous research in [??] has demonstrated the basic idea that random routing can make the inference process inaccurate, and provide the analysis results on existing dynamic routing protocols. However, whether such protocols can provide sufficient randomness against network inference attacks remain unclear. In stead, in this paper, we observed that the inference error is positively related to the probability of the mismatch between the flow template observed by the attackers, and the real template used in the network. Motivated by this, we propose a dynamic routing protocol, called Max-Mismatch-Probability (MMP), which seeks to maximize mismatch probability and increase the inference error.

7 CONCLUSION

Attacks employing network inference pose a significant threat to network security since they provide attackers with the opportunity to gain insight into sensitive flow information without gaining direct access to it. Using flow information, an attacker can launch powerful attacks against the wireless network. In wireless networks, dynamic routing can enhance security and privacy by increasing variability in traffic patterns and thereby increasing inference error.
In this paper, we propose a new dynamic routing protocol, called MMT, that maximizes inference error, thus effectively hiding flow information. We conduct a comprehensive theoretical analysis of the inference errors of MMT against inference attacks and the cost of the protocol, which is the delay. Using MMT, we have shown that the flow information can be concealed effectively.
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