Short: A data-driven respirator fit test model via human speech signal
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A B S T R A C T

The need for personal protective equipment, such as respirators, has been emphasized by pandemics as they provide protection against infectious diseases. Adequate protection is only possible when respirators fit properly and are worn correctly. Therefore, it is especially critical to closely monitor and ensure respirator fit, particularly during a pandemic. To ensure proper fit and continuous monitoring, we propose a new noninvasive method that uses speech signals to measure the attenuation of sound caused by the respirator. This method provides a quantitative measure of respirator Fit Factor (FF, the ratio of the concentration of a substance in ambient air to its concentration inside the respirator). This method is also cost-effective and easy to implement. By collecting limited labeled and unlabeled speech data, augmenting labeled data, extracting time and frequency domain features, we achieved up to 86.24% accuracy in respirator fit detection using semi-supervised learning model.

1. Introduction

Close monitoring and ensuring the respirator fit become particularly important. For instance, the emergence and rapid spreading of the global Coronavirus Disease 2019 (COVID-19) pandemic has resulted in a significant demand for respirators, which provide an effective solution for protecting people from infectious diseases, particularly for healthcare personnel, who are at great risk of being exposed to the virus (Bartoszko, Malik Farooqi, Alhazzani, & Loeb, 2020). Respirators provide adequate protection only if they fit and are properly worn by the wearer (Ozog et al., 2020). However, due to the global shortage of respirators, the U.S. Centers for Disease Control and Prevention (CDC) suggests the potential reuse of disposable respirators to conserve available supplies (Implementing, 0000). Previous studies found that sterilizing masks might decrease the filtration efficiency of different masks (e.g., N95, KN95, and surgical masks) (Cai & Floyd, 2020), which negatively impacts the fit factor. In addition, respirators are critical in protecting workers from airborne hazards in many occupations, such as miners, construction workers, and doctors.

One issue with the current real-time fit assessment is its lack of availability in the healthcare facilities where it is most needed. The current real-time fit assessment requires a portable particle counter (e.g. TSI PortaCount Portacount, 0000), which is expensive and not wearable. Costs and size associated with the TSI PortaCount severely limit the number of devices available for real-time base risk mitigation decisions. The Condensation Nuclei Counter has also been widely used for fit test (Coffey et al., 2002), but its size and price limit the potential for the personal real-time assessment as well.
Rather than leveraging the healthcare facilities, recently, extensive studies have been carried out to demonstrate the feasibility of data-driven methods on respirator detection, which feed machine learning classifiers with image or video signals to decide the presence of the respirator (Chandrika, 0000; Militante & Dionisio, 2020). However, these methods can induce privacy concerns since people may not want to be recorded on cameras. Although these image- or video-based classification models cannot be applied to the respirator fit assessment since they fail to characterize the material and penetrability of various respirators, which are significant factors to affect the fit factor, they highlight the need to raise awareness and develop learning-based solutions in the real-time respirator fit assessment.

It is well known that wearing a respirator could block the transmission of speech signals, thereby inevitably altering some acoustic properties (e.g., frequency and amplitude). Recent works (Cohn, Fycha, & Zellou, 2021; Magee et al., 2020; Saunders, Jackson, & Visram, 2021) have shown the variance of acoustic effects of different types of respirators on speech signals. Then, a common question can be raised: can we use the speech signal as the alternative media of the image inputs to a machine learning model for the fit assessment? In fact, recent studies have verified the presence of relationships between the distortion of the speech signal with types the respirators (Wittum, Feth, & Hoglund, 2013). For example, surgical masks and N95 respirators can attenuate higher-frequency sounds between 2000 to 7000 Hz by 3 dB to 12 dB (Goldin, Weinstein, & Shiman, 2020). Ryan et al. further demonstrated that such acoustic attenuation can affect the speech frequency above 1000 Hz and exhibits substantial variation between mask types (Corey, Jones, & Singer, 2020).

This paper focuses on developing a method that indirectly determines the fit factor (the ratio of the particle concentration in ambient air to its concentration inside the respirator) of respirators through easily accessible human speech signals. Specifically, we first collect our own dataset by inviting the human participants to our lab for the fit test and speech recording. Following that, we process the raw speech signal to extract time domain and frequency domain features for the model training. We quantify the fit factor into four levels (1–10, 10–100, 100–500, >500) to represent different protection degrees. We use these four levels as data label in our analysis. Finally, we feed learning models with the speech signal features after processing raw data and choose the model with the best accuracy for the fit factor prediction. Our well-trained model can be easily deployed into portable devices such that people can obtain the fit factor in real-time. Unlike traditional methods, our proposed technique is non-invasive (i.e., no physical body contact is required). Our main contributions can be summarized as follows.

- We are the first to investigate the relationship between the attenuation of acoustic signals and the respirator fit factor, and develop a data-driven method to learn the fit factor, instead of directly measuring it.
- Our method, which leverages easily accessible human speech signals to reverse engineer the respirator fit factor, is a non-invasive and lightweight system. It can be easily deployed into most portable devices with limited computing resources for the fit test. Compared with the traditional image-based learning model, our system gets rid of privacy concerns from traditional camera recording.
- To train semi-supervised learning models for predicting the fit factor label, we collect both labeled and unlabeled data. Based on experimental data, it is clear that our proposed method can reach an accuracy of up to 86.24% in a variety of settings.

To our best knowledge, there is no prior work focusing on developing the data-driven non-invasive architecture for real-time monitoring of individual respirator fit using smart low-cost sensors. The proposed framework can benefit all industry sectors where masking is essential (e.g., Public Safety, Healthcare and Social Assistance, Mining, Manufacturing, Construction, Agriculture, Forestry, and Fishing) by reducing occupational respiratory disease, and promoting safe and healthy work design and well-being.

2. Background and related work

2.1. Respirator fit test

The quantitative fit test aims to provide a numerical fit factor (FF) for evaluating how well the respirator can block the aerosol penetration (Persing, Sietsema, Farmer, & Peters, 2021). The fit test can be performed in a laboratory environment using a benchtop instrument (e.g., TSI PortaCount). During the test, the subject will wear the assigned respirator and perform the following eight test exercises to simulate workplace activities including normal breathing, deep breathing, turning the head side-to-side, grimacing, moving the head up and down, talking, and bending over at the waist (Standard, 0000; Zhuang et al., 2008). For each test exercise, it shall be performed for one minute, and a FF is calculated. Then the overall FF can be derived by taking the harmonic mean

\[
\text{Overall Fit Factor} = \frac{\text{Number of exercises}}{1/\text{ff}_1 + 1/\text{ff}_2 + \cdots + 1/\text{ff}_8},
\]

where \( \text{ff}_i \in [1, +\infty] \) is the FF for each exercise, which is the ratio of ambient particles to particles in respirators.

Existing studies have contributed significantly to the design of fit tests in order to advance their performance (Bergman et al., 2014; Lin & Chen, 2017; Zhuang, Bradtmiller, & Shaffer, 2007; Zhuang, Coffey, & Ann, 2005). For example, the authors in Bergman et al. (2014) developed an advanced respirator fit-test headform. The benchtop healthcare instruments confine the fit test into the laboratory environment. Recent research has contributed efforts to designing low-cost wearable devices which can measure FF when the respirator is in use (Persing et al., 2021). But these methods still cannot remove the requirement of measuring FF through particular devices. Our research focuses on investigating the relationship between the FF and the distortion of the speech signals, which can be easily fetched through our daily used devices such as the cellphone.
2.2. Existing data-driven methods

With plenty of data on acoustic voice measures in recording of people producing vocal tasks with and without wearing a mask, the distortion effect of the mask on the voice signal can be explored. Also, different types of masks (such as surgical masks, N95 and KN95 respirators, and cloth masks) may have different high-frequency effects, altering the directivity of speech (Corey et al., 2020). There are tons of research efforts studying the impact of face masks on speech perception (e.g., Corey et al. (2020), Nguyen et al. (2021) and Rahne, Fröhlich, Plontke, and Wagner (2021)), since the speech signal with frequencies above 1 kHz often contains crucial information for comprehension.

However, existing research focuses on the overall impact of masks on voice signals such as speech quality degradation, while our proposed research focuses on impacts of time domain and frequency domain. Features of a signal in the time domain and the frequency domain may account for the vast majority of information content in a speech signal.

3. Speech signal based respirator fit test model

In this section, we present our proposed data-driven model to reverse engineer the FF via speech signals. Our system is divided into three phases: labeled and unlabeled data collecting, data processing, and model training, as shown in Fig. 1. In the first step, we invite human participants to our lab to collect the dataset used for training models. Then we process the raw speech signal to extract features for the model training. Finally, we feed learning models with features, and choose the best model for real-world use.

3.1. Data collection

To build the connection between the FF and the recorded speech signal while wearing the respirator, we conduct a human study to collect our own datasets. We first prepare several types of respirator, then for each respirator, we invite human participants to wear it for the fit test and store the FF, serving as the ground truth label of the learning model. In addition to the normal procedure, we place an extra microphone one meter away in front of the participant to record the speech signal, and the participant is required to read a pre-selected sentence from the Harvard Sentences (Fang et al., 2018; Rothauser, 1969; Yang et al., 2022).

In order to balance the distribution of the collected FF, for each respirator, we require each participant to wear it in five styles (as shown in Fig. 2): (a) wearing it perfectly, (b) wearing it a little higher such that the bottom of the mouse cannot be covered perfectly, (c) wearing it a little lower such that the nose cannot be covered perfectly, (d) wearing it a little left-handed such that the right-hand side of the mouse and nose cannot be covered perfectly, and (e) wearing it a little right-handed such that the left-hand side of the mouse and nose cannot be covered perfectly. As we have a limited number of participants and FF measurement is cumbersome, in addition to the labeled data, we also conduct the data augmentation by collecting a large amount of unlabeled data, that only records the speech signal when wearing different respirators without the ground truth FF label. Denoted by $\mathcal{L}$ and $\mathcal{U}$ the sets of the labeled speech signal and unlabeled speech signal respectively. Our study involved human participants for the respirator fit test and voice recording. The full protocol has been reviewed and meets the criteria for exemption from our Institutional Review Board (IRB) review. Our IRB has determined that the study involves minimal risk for human participants (i.e., the risk is no more than the one that they face during their daily lives). We follow the approved protocol to inform them of the full study procedure and protect their identities without publishing any personally identifiable information.
3.2. Data processing

3.2.1. FF map to label

The FF serves as the label of the speech signals. Our data-driven method is designed to be lightweight for the fit for industry applications. We quantize the FF into four levels, including level 1 (fail), level 2 (weak protective), level 3 (protective), and level 4 (strong protective).

\[
    l = \begin{cases} 
    \text{Fail,} & \text{if Overall FF} \leq 10 \\
    \text{weak,} & \text{if } 10 < \text{Overall FF} \leq 100 \\
    \text{protective,} & \text{if } 100 < \text{Overall FF} \leq 500 \\
    \text{strong,} & \text{if Overall FF} > 500, \\
\end{cases}
\] 

(2)

where 10, 100, 500 are three widely-used thresholds used for distinguishing whether the respirator can provide sufficient protection. For example, a FF of 100 is typically used in the medical area of passing the fit test. The FF of 10, 100 and 500 equates to preventing 90%, 99% and 99.8% of particles from entering the mask, respectively.

3.2.2. Speech signal processing

As shown in Fig. 3, the speech signal process consists of two steps: speech signal segmentation and feature extraction, the first step divides the raw speech signal into units, and the second step extracts features from each speech unit.

Speech Signal Segmentation: We first split a raw digital speech signal \( s(t) \) into short speech pieces \( s_i \) for \( i \in \{0, 1, 2, \ldots, N\} \), where \( N \) is the total number of short speech signal for each recorded speech signal. As the fit factor has little change during a short time, such splitting could make sure stable data distribution.

Feature Extraction: According to existing studies (Duan et al., 2022) in audio engineering, widely-used audio features can be classified into two categories: frequency domain features (i.e., MFCC) and time domain features (i.e., Amplitude Envelop). Our model makes an effort to acquire a feature set \( V_i \) for each piece that incorporates features from the frequency domain as well as features from the time domain.

(i) Frequency Domain. Recent studies have shown that the transmission attenuation of the speech signal is very sensitive with respect to the frequency, for example, N95 respirators can attenuate higher-frequency sounds between 2000 to 7000 Hz by 3 dB to 12 dB (Goldin et al., 2020). Therefore, we can extract the Mel-frequency cepstral coefficients (MFCCs) \( v_{mf} \), which have been widely used to capture the feature of speech (Davis & Mermelstein, 1980; Zhang, Yang, & Fang, 2021). Typically, the MFCC features can be obtained by the following steps: windowing, discrete Fourier transformer (DFT), Mel filter bank, log and Inverse DFT (Muaidi, Al-Ahmad, Khdoor, Alqrainy, & Alkoffash, 2014). The size of the MFCC feature is determined by the filter banks. Higher MFCC means more filter banks, resulting in more feature columns. However, we want to keep the feature dimension at a reasonable number, so we only send the most significant features to the classifiers. We set the number of MFCC to 20 because this number is the default in the HTK MFCC toolkit (Wojcicki, 0000).

(ii) Time Domain. A time-domain speech signal shows the amplitude at each sampling point of speech signal. This can be used to quantify the loudness or energy attenuation when the speech signal penetrates respirators. In the time domain, we extract amplitude envelope (AE) \( v_{ae} \) (McFee et al., 2015) and root-mean-square (RMS) energy \( v_{rms} \) (Rabiner & Schafer, 2007) features. The AE refers to fluctuations of a sound’s average over time, which are primarily dominated by a speech signal’s energy, thus allowing us to evaluate the energy fluctuation when piercing a respirator. However, AE is more sensitive to outliers, therefore we also introduce the RMS energy features, which is the averaged energy over a period of time. It has been shown that RMS energy is more resilient when the surrounding environment is noisy (Rabiner & Schafer, 2007). Fig. 4 shows an example of the AE and RMS energy of a speech signal.

3.3. Model training

Combining features from both the time and frequency domains, we have \( V_i = \{v_{mf}, v_{ae}, v_{rms}\} \). Our dataset contains both labeled and unlabeled data, therefore, we build a semi-supervised learning model based on unsupervised augmentation data (UDA) model (Xie, Dai, Hovy, Luong, & Le, 2020). Fig. 5 shows the overall architecture of the training model, which consists of two domains, i.e., supervised domain and unsupervised domain, designated for processing the labeled and unlabeled data respectively.
\[ \ell_{\text{sup}} = f_{\text{sup}}(\hat{l}_i, \hat{l}_i), \]  
(3)

where \( \hat{l}_i = W(V_i) \), and \( f(\cdot) \) represents a loss function (e.g. cross entropy). \( W \) is a set of supervised learning models.

In the unsupervised domain, we first feed the unlabeled data \( V_i \), obtained from the unlabeled dataset \( \mathcal{C}_{\text{unlabeled}} \), to the data augmentation modular. The unsupervised data will be augmented by adding negligible noise, generating \( V_i^m \) for \( m \in 1, 2, \ldots, \beta N \), where \( \beta \) is the augmentation ratio. Then, both \( V_i \) and \( V_i^m \) will be labeled according the supervised learning model \( W \), and obtain the loss function as

\[ \ell_{\text{unsup}} = f_{\text{unsup}}(\hat{l}_i, \hat{l}_i^m), \]  
(4)

where \( \hat{l}_i^m = W(V_i^m) \). Finally, the full loss function can be written as \( \ell_{\text{semi}} = \alpha \ell_{\text{sup}} + (1 - \alpha) \ell_{\text{unsup}} \), where \( \alpha \) is a scalar to balance the significance of both domains. The objective function of the model training is aiming to find the best learning model \( \hat{W} \) and \( \hat{\alpha} \) such that minimizes the loss function

\[ \{ \hat{W}, \hat{\alpha} \} = \arg \min_{W, \alpha} \ell_{\text{semi}}. \]  
(5)

4. Experiments and results

In this section, we first describe the experimental settings, and then demonstrate the performance of our proposed method.

4.1. Experimental setup

Our recorded speech dataset contains 177 labeled raw audio samples with ground truth fit factors and 200 unlabeled audio samples from 6 different people where three of them are male and three of them are female with ages spanning from 22 to 35. Our fit test and speech recording are conducted under the conditions of wearing four types of respirators including series 1512 (no valve, Moldex, USA), 2300 (with valve, Moldex, USA), SH3500 (no valve, Uniair, China) and 8822 (no valve, 3M, USA), which are all CDC NIOSH approved N95 respirators. We select 4 sentences from Harvard Sentences for speech signal sampling.

Our training model set \( \mathcal{W} \) includes deep neural network (DNN) and convolutional neural network (CNN). For the DNN model, we build a four-layer neural network. The first layer is the input layer. The following are the two hidden layers, and the last layer is the output layer with the size of four for “fail”, “weak protective”, “protective”, and “strong protective” as all possible classifications. The CNN is designed as one input layer, three convolutional layers, two maxpooling layers, one fully connected layer, and one output layer. We set convolution kernel size is \( 3 \times 3 \), pooling kernel size as \( 2 \times 2 \). The first three layers have 6 feature maps. The next two layers have 20 feature maps. We configure our training process using adam optimizer, and we choose cross-entropy as the loss function for both \( f_{\text{sup}}, f_{\text{unsup}} \) for the classification tasks. Unless otherwise specified, by default, we set \( \alpha = 0.4 \) and \( \beta = 20 \).
4.2. Results and analysis

Our data contain both the labeled and unlabeled data for the model training. We first evaluate impact from different number of unsupervised data on the classification accuracy. Fig. 6 shows the accuracy when we increase the number of unsupervised data from 50 to 200. In this experiment, the supervised learning model $W$ is DNN. We can observe that the accuracy continuously increases as we feed more unsupervised data into our learning model. It indicates that unlabeled data add additional information for classifying model. In addition, we observe that there is no evident difference in the performance of the speech signal between females and males. For example, the accuracy is 86.21% for female's speech and 85.88% for the speech of males when number of unlabeled data is 200.

The unsupervised learning contains a data augmentation modular based on a augmentation rate $\beta$. Fig. 7 shows how the augmentation rate affects the final classification accuracy. It can be observed that as we increase the augmentation rate from 5 to 20, the accuracy monotonously increase for both female and male, and can achieve 86.21% for female and 85.88% for male. It indicates that the data augmentation modular is effective for providing more data for the training purpose.

We also evaluate the impact from the loss coefficient $\alpha$ that is used to balance the significance between the supervised and unsupervised data. Fig. 8 shows the relationship between $\alpha$ and the final classification accuracy. When $\alpha = 0.4$, we see the most...
Fig. 9. Accuracy with and without unlabeled data.

improvement in performance. Both labeled and unlabeled data might achieve a balance in this manner, which would result in improved performance.

Fig. 9 compares the results between using and without using the unlabeled data for both DNN and CNN. It clearly shows that the accuracy is better when using the semi-supervised learning. For example, the accuracy with supervised learning achieves 86.24% at the end of the epochs for DNN, which is significantly better than that without using supervised data, i.e., 81.11%.

5. Conclusion

Due to the global COVID-19 pandemic, close monitoring and ensuring the respirator fit become particularly crucial. In this paper, we develop a data-driven real-time respirator fit test system using a non-invasive acoustic sensor, which is commonly available on a mobile phone. We first collect our own labeled data and unlabeled data to extract time domain and frequency domain features. Next, we train supervised and semi-supervised models in a set with these features. Finally, we choose the optimal one with the highest accuracy for the FF label prediction. We also attempt to use other environmental factors such as pressure and motion to infer the FF under the condition that the speech signal is unavailable. Our experimental results show that we can achieve detection accuracy of respirator up to 86.24% under different circumstances. Our work demonstrates the feasibility of real-time respirator fit testing to protect people in various environments.
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