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Abstract—We present a visual analytics framework, CMed, for exploring medical image data annotations acquired from crowdsourcing.
CMed can be used to visualize, classify, and filter crowdsourced clinical data based on a number of different metrics such as detection
rate, logged events, and clustering of the annotations. CMed provides several interactive linked visualization components to analyze the
crowd annotation results for a particular video and the associated workers. Additionally, all results of an individual worker can be
inspected using multiple linked views in our CMed framework. We allow a crowdsourcing application analyst to observe patterns and
gather insights into the crowdsourced medical data, helping him/her design future crowdsourcing applications for optimal output from the
workers. We demonstrate the efficacy of our framework with two medical crowdsourcing studies: polyp detection in virtual colonoscopy
videos and lung nodule detection in CT thin-slab maximum intensity projection videos. We also provide experts’ feedback to show the
effectiveness of our framework. Lastly, we share the lessons we learned from our framework with suggestions for integrating our
framework into a clinical workflow.

Index Terms—Crowdsourcing, medical imaging, virtual colonoscopy, lung nodules, visual analytics.
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1 INTRODUCTION

THE prevalence of non-invasive imaging techniques such as
computed tomography (CT) and magnetic resonance imaging

(MRI) has significantly increased the amount of patient data
available to radiologists for interpretation. Double reading (two or
more radiologists interpreting the same examination), computer-
aided detection (CAD), and visualization techniques have been
proposed to facilitate interpretation and expedite the decision-
making process for the radiologists. Due to a lack of resources,
double reading is not normally used in clinical practice. CAD
algorithms can still miss life-threatening cancerous lesions, and
it is mandatory to keep physicians in the loop while looking for
anomalies in patient scans.

Crowdsourcing seeks to engage the general masses in inno-
vative ways and solicit their inputs in solving diverse problems.
Previous studies have shown that most non-expert crowd users
(workers) are forthright in their intentions [1]. Crowdsourcing has
shown promise in medical annotation tasks [2]. These attempts
open up avenues to incorporate crowdsourcing as an additional tool
along with CAD, double reading, etc. in the clinical workflow to
assist radiologists in the critical task of abnormality screening.

There is little prior work on studying the performance of crowd
workers in medical annotation tasks in detail. Some preliminary
insights suggest that there is a task dependent bias in crowdsourcing
[3], and thus crowd workers might be good at detecting anomalies
in some videos but not all. Additionally, since not every worker
produces good quality annotations (worker’s bias), one needs to
filter out spammers to obtain good results [4]. Moreover, previous
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work has shown that workers’ behavior patterns can have an
effect on accuracy [5]. In order to facilitate a crowdsourcing
analyst/developer in designing a better crowdsourcing application
based on previous crowdsourced annotation data, the worker and
task-dependent biases and worker’s behavior patterns need to be
analyzed. None of the previous tools for visualizing crowdsourcing
data [5]–[7] meet all these requirements and hence, we present
CMed for observing patterns and gathering insights into crowd-
sourced medical data, in detail not previously possible. We also
provide lessons we learned from designing our framework and
exploring the output of CMed. Based on the insights from CMed,
future crowdsourcing studies can be designed for optimal output
from the workers. We also suggest how the output of our framework
integrates into a clinical workflow.

CMed is a visual analytics framework used to visualize, classify,
and filter crowdsourced clinical data (Fig. 1). More specifically, we
use the ground truth from medical experts, crowd annotations, and
the logged events of the crowd workers as our source of input. We
compute the accuracy of the crowd annotations and cluster these
to display (in a compact view) how good the workers are. We also
extract each worker’s logged events and cluster these to observe
the effect of workers’ behavior patterns on the quality of their
video annotations. We offer several interactive linked visualization
components for presenting different aspects of crowd annotations.
The target users of CMed are crowdsourcing analysts/developers
who are responsible for designing crowdsourcing applications and
managing workers for medical data.

The main contributions of this paper are summarized as follows:

• We provide an interactive visual analytics framework
to visualize, classify, and filter crowdsourced clinical
data, helping developers understand the crowd, improve
their current crowdsourcing framework, and design future
crowdsourcing framework.

• We offer a set of visualization techniques to support
exploring different aspects of crowd annotations.
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Fig. 1: The CMed system: (A) Timeline View displays a summary of annotations for each video, (B) Worker View shows workers’
annotation and the corresponding event patterns, (C) Frame View presents details of selected frames, (D) Matrix View shows the
correlation between users’ event patterns and their accuracy, (E) Class View displays characteristics of worker classes based on event
patterns, (F) Video View shows a selected video, and (G) Control Panel for selecting and reordering data. Views are linked, e.g., selected
frames for the top video in the Timeline View (A), highlighted with a gray bounding box (pointed to by a red arrow), are shown in the
Frame View (C), and the same selected frames are also highlighted in the Worker View (B).

• We characterize a set of application-specific goals and de-
sign requirements derived through discussion with medical
experts and previous crowdsourcing studies.

• We demonstrate the efficacy and effectiveness of our
framework with two case studies: (1) polyp detection in
virtual colonoscopy (VC) videos, and (2) lung nodule
detection in CT thin-slab maximum intensity projection
(MIP) videos.

• We provide guidelines and lessons we learned from our
framework, as well as suggest how to integrate our frame-
work into a clinical workflow.

2 RELATED WORK

Crowdsourcing approaches are popular in various domains such
as image classification and labeling and video annotations. Even
though most workers are honest and diligent, some workers are
dishonest and/or less skilled than others [8]. To detect these
workers and improve workers’ output, several approaches have
been proposed. The most popular approach is adding verifiable
questions in a task [8]. If workers answer those questions, they
are considered honest workers. However, it is difficult to design
good verifiable questions for complex tasks. If verifiable questions
are not well designed, some workers can focus on the verifiable
questions and cheat on the actual questions/tasks [9]. Another
approach is to aggregate workers’ answers (crowd consensus) such
as majority voting [10] and GLAD (Generative model of Labels,
Abilities, and Difficulties) [11]. In some cases, including our input
data, workers can annotate the same object (a polyp/nodule in our
case) on different frames, which can be relatively far apart. Thus,
we are not able to aggregate answers because we cannot ascertain
whether two annotations at different frames are for the same object.

These approaches have been utilized in medical crowdsourcing
applications. One crowdsourcing study added 5 verifiable questions

at the beginning, where workers identified whether an area in an
image was air, tissue, or fluid [12]. Only workers who correctly
answer at least 4 out of 5 questions can participate in the study.
Majority voting has been used to correct for low-quality work [13],
where a task was to determine whether there was a polyp or not in
each video segment. In these two studies, existing quality control
methods worked well, but they are not appropriate for complicated
cases. The reason is that a worker can focus on only the verifiable
question at the beginning of a task, or only a few skilled workers
can detect an object (missed by the majority of workers) because a
target object is difficult to be detected by novice workers. Thus, a
more sophisticated quality control approach is needed.

In medical applications, obtaining ground truth annotations
is difficult, so it is hard to apply deep learning approaches. In
recent years, weakly-supervised video annotations [14], [15] have
shown promising results, where only point annotations are required.
However, as shown in [15], the performance of the algorithm can be
further improved if bounding box labels are provided. Thus, crowd
annotations may be deployed for improving such approaches.

In our CMed framework, we use crowdsourced clinical data,
where the crowd workers view videos created from medical image
data. There are several approaches for visualizing crowdsourced
data and video-based data. Viz-A-Viz [16] uses basic computer
vision techniques to classify datasets of human-activity from a
large volume of surveillance videos and couples the aggregated
sequences with information visualization components to allow for
high-level human analysis. Considering the major events in a video,
3D visualization techniques were used to develop a framework for
hierarchical event representation and an importance-based event
selection algorithm to create a video storyboard [17]. In addition to
visualizing the summary of the video content, an analytics system
was introduced for interactive exploration of individual actions as
well as the trajectories of moving objects, as a space-time cube,



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. XX, NO. X, AUGUST 201X 3

in surveillance videos [18]. An important visualization component
for highlighting areas of interest in video analytics is annotations.
Typically, annotating each area of interest is a time-consuming step
of the analysis process. This was addressed by proposing a visual
analytics approach through an image-based, automatic clustering
method [19]. In particular, they allow direct interpretation of the
labeled data by coupling annotation and analysis components using
multiple linked views. However, these works focus on analyzing a
single video or videos for a single scene and thus cannot be used
for our target crowdsourcing applications, where workers view
different videos and annotations on videos and workers’ event logs
should be analyzed.

Visual analytical frameworks for crowdsourced medical appli-
cations is not a widely explored theme. To present a framework for
clustering and interpreting results from the crowd, Willett et al. [20]
proposed a system for analysts to interactively examine the workers’
insight by clustering worker explanations and capturing workers’
browsing behavior via an embedded web browser. Similarly,
CrowdScape [5] and Mimic [21] evaluate the quality of the workers’
answers based on their behavior and present a visualization tool
to interactively explore these features, enabling users to classify
workers. The latter help interaction designers understand the
relationship between workers output and their behavior by focusing
on micro interactions. There is a visual analytics platform to
visualize crowdsourced survey data with multiple choices by using
glyphs and parallel coordinate plots [6]. Recently, C2A [7] was
developed to visualize crowdsourced medical data, where a worker
viewed twenty video segments and answered whether a polyp is
present or not in each segment. The main difference between C2A
and CMed is that the input for C2A is a simple binary label for each
video segment, while CMed has crowd annotations and workers’
logged events as the input. Moreover, the goal of C2A is building
crowd consensus, while CMed focuses on how the crowd annotates
target objects and on improving a crowdsourcing framework.

In crowdsourcing, there is a task dependent bias. For example,
workers can be good at labeling some images while they can
fail to label other images even if all images belong to the same
image category, such as galaxy images [3]. Additionally, workers
have different backgrounds, skill levels, and motivations, and these
biases result in different quality for the outputs of their work [4].
All studies mentioned above focused on workers’ behavior patterns
or either one of these biases. However, in our framework, a
crowdsourcing application analyst can explore all these elements
(user behavior pattern analysis, task dependent bias, and workers’
annotation history), which were offered separately in previous
work. Moreover, to the best of our knowledge, there is no visual
analytics framework to explore crowdsourced medical data, where
the crowd annotates target objects such as polyps/nodules in videos.
Our CMed platform enables a crowdsourcing application analyst
to observe patterns and gather insights into crowd annotations in
the crowdsourced medical data, helping the analyst to design better
crowdsourcing applications.

3 BACKGROUND AND INPUT ANNOTATIONS

Our target applications are virtual colonoscopy and lung nodule
detection, each of which requires data generation, inputs for the
crowdsourcing platform, and a process to obtain crowd annotations.

3.1 Background
Virtual colonoscopy videos Virtual colonoscopy (VC) is a non-
invasive procedure for detecting polyps, the precursors of colon

cancer, in CT data. A radiologist flies through a 3D colon
(reconstructed from abdominal CT data) and inspects the colon
wall for polyps, characterized by bumps on the wall. On average,
a complete inspection of the colon in two different patient
orientations (e.g., supine and prone) from rectum to cecum and back
takes approximately 15-30 minutes to perform. In our previous
studies, we have shown that this tedious bump detection task
can easily be relegated to non-expert workers [13]. Note that
optical colonoscopy is still the gold standard for colorectal cancer
screening in many countries and VC costs are usually not covered
by health insurance, though this is changing due to the higher
patient compliance rate with VC and the many advantages of VC.

Lung nodule detection Radiologists interpret 2D chest CT
scans to look for lung nodules, the precursors of lung cancer,
characterized by isolated “spots” not connected to the prevalent
vascular structures. As shown in our lung nodule detection
study [22], maximum intensity projection (MIP) videos of these 2D
chest scans can help clearly delineate these “spots” for non-expert
workers.

Crowdsourcing In crowdsourcing applications, there are three
types of workers [9]: good, bad, and ugly workers. Both good and
bad workers complete a task honestly. A good worker understands
the goal of a task well and has a good skill to complete a task.
However, a bad worker has a poor skill or misunderstands the goal
of a task, so his/her output is not as good. An ugly worker cheats on
a task, e.g., randomly answering a task. To filter out ugly workers,
one of the common techniques is adding verifiable questions in a
task (gold standard questions) [8]. If a worker answers the questions
correctly, we assume that he/she is not an ugly worker. We added
quality control objects to our input data and asked workers to detect
those objects as gold standard questions.

3.2 Medical Data Annotations

In this paper, we use crowdsourced annotation data from our two
previous studies [22], [23]. In the first work, we used VC videos,
and the second work used lung CT videos. The goal of each study
was to detect target objects (polyps for VC videos and lung nodules
for lung CT videos).

VC video generation VC fly-through videos were generated
using the commercially available FDA-approved Viatronix V3D-
Colon VC system [24]. Four centerline fly-through videos were
automatically generated for each patient VC dataset (from rectum
to cecum and from cecum to rectum in both supine and prone
orientations). The videos were captured at 15 frames per second
(fps) with a resolution of 256×256 pixels and a 90◦ field-of-view.
Anonymized datasets from 14 patients were used, generating a total
of 56 VC videos. The datasets contained both large (> 5mm) and
small (< 5mm) sized polyps. There were a total of 33 polyps, which
included 10 polyps of less than 5mm in diameter. We generated the
ground truth annotations by marking polyps in the videos based on
the expert radiologists’ VC reports.

Lung video generation Lung CT videos were generated by
rendering videos of overlapping thin-slab MIPs (TS-MIPs) of CT
slices through each half of the patient’s left and right lungs. MIP is a
projection of the voxel with the maximum intensity value along rays
traced from the viewpoint to the image plane [25]. For this paper,
we used 15 videos from anonymized chest CT patient scans from
the publicly-available LIDC database [26], containing 45 nodules.
Of the 45 nodules, 19 were ≤4mm, 8 were >4 and ≤6mm, 3 were
>6 and ≤8mm, 5 were >8 and ≤10mm, and 10 were ≥10mm in



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. XX, NO. X, AUGUST 201X 4

diameter. We generated the ground truth by marking lung nodules
based on 5 expert radiologists’ manual annotations.

Crowd annotations for both datasets To obtain crowd
annotations for the VC and lung CT videos we used a web interface,
VATIC [9], for both datasets on the Amazon Mechanical Turk
platform. When workers first select this task, for each video, a
video is downloaded in the background. In the meantime, they are
provided with brief instructions including the main objective of
the study, how to use the system, and some example target objects
(polyps for VC videos and lung nodules for lung videos). After
the video download is finished, and the workers have read the
instructions, the workers can play, pause, and rewind the video at
will. Additionally, they can step to the previous or next frame. All
of these interactions are done by clicking corresponding buttons.
We added quality control objects (5 smileys for VC videos, 1
gorilla for lung videos) in each video to help detect spammers.
When the workers find a target/quality control object, they first
label it as a target or quality control object and then annotate the
object by drawing a rectangle around it. We logged all interaction
events and stored all annotation information. A worker was not
allowed to complete the same task multiple times, but was allowed
to complete multiple different tasks/videos.

4 CMED FRAMEWORK

In this section, we describe our design requirements concerning
CMED and an overview of our framework.

4.1 Design Requirements
Based on our preliminary work and previous crowdsourcing studies
[22], [23], we characterized several design requirements to satisfy
the following goals: G1) improve training cases based on exploring
false positives of workers, G2) explore missed polyps and see why
workers missed them, G3) explore the effect of missing quality
control objects on sensitivity and type of worker, G4) improve the
current interface based on analyzing workers’ event logs.

R.1 Compare the ground truth and workers’ annotations
(G1,G2). Even though a video contains target objects, workers
sometimes cannot find them because they are too small, only
appear in a few frames, or appear similar to background structures.
Additionally, workers might also annotate objects which are not
target objects, but look like target objects. Thus, an analyst needs to
understand the characteristics of crowd annotations by comparing
details of crowd annotations to ground truth annotations. We
try to answer the following questions: How many target objects
(polyp/nodule) per video did workers find/miss? Did workers mark
an object that was not a target object?

R.2 Reveal the details of workers’ annotations and event logs
for each video (G1,G2). The main difference between a bad worker
and an ugly worker is that an ugly worker marked a region where
there is no object that looks like a target object. An analyst can see
whether a worker is a bad or ugly worker by exploring individual
annotations from him/her. Additionally, a worker’s event logs can
show the type of worker. By visualizing this information, we could
answer the following questions: How many target objects did a
worker miss? What kinds of objects did a worker annotate? How
did a worker annotate/explore a video? Is he/she an ugly worker?
What did an annotated object look like in a video?

R.3 Reveal the overall quality of each worker’s output and
his/her event patterns for multiple tasks (G3). In order to exclude
ugly workers, workers in our input data were asked to detect

Fig. 2: Overview of the CMed framework pipeline. We first collect
both crowdsourced and ground truth annotations. We then extract
the workers’ logged events and annotated features and compute the
detection rate of the target objects. Next, we incorporate several
approaches to cluster the workers’ annotations and their events.
Lastly, we visualize all the data for interactive exploration.

quality control objects. However, some workers may be good at
detecting target objects, but miss some quality objects. Workers can
annotate multiple tasks/videos and they can be good workers even
if they missed several target objects and/or if they are better than
other workers. A worker can be a good worker if the sensitivity
of the worker is higher than the overall sensitivity of all workers
for multiple tasks. Additionally, there might be a learning effect
on their results throughout tasks. The workers also can change
their interaction behavior to annotate target objects depending on
a video. Event patterns refer to how a user annotates an object
(e.g., only using play and stop buttons, or never rewinding a video).
By visualizing this information, we could answer the following
questions: Does a worker have similar event patterns throughout
multiple tasks? Is the accuracy of a worker’s annotations changed
throughout tasks? Is the sensitivity of the worker higher than the
overall sensitivity of all workers for multiple tasks? Does a worker
need to be excluded if he/she was an ugly worker based on the
number of detected quality control objects in a task?

R.4 Discover the correlation between workers’ event patterns
and the sensitivity of corresponding annotations for all datasets
(G4). There might be a good strategy to annotate target objects in
videos from medical image data. If there is such a strategy, it might
improve the sensitivity of workers by providing workers with only
these interactions (e.g., if a worker rewinds a video, he/she may
perform better than a worker who just plays a video and annotates
target objects). For example: Do workers’ event patterns affect the
sensitivity of their answers? Which event pattern/class is best/worst
for each type of target objects?

4.2 CMed Overview
CMed is a web-based application developed under the framework
of Express.js. Annotation data as our source of input is stored
in MySQL. The data preprocessing module was developed in
JavaScript, and the data analysis module is developed in JavaScript
and Python with OpenCV. The visualization module is implemented
in D3.js. Our CMed framework consists of three major components
(Fig. 2): data preprocessing, data analysis, and data visualization.

4.2.1 Data Preprocessing
In order to analyze and visualize the input annotation data, we need
to extract and classify data as follows:
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(a) (b)
Fig. 3: Examples of clustering workers’ logged events using t-SNE
and single-linkage clustering: (a) VC datasets, and (b) lung CT
datasets. Different colors indicate different clusters.

Logged events In the crowdsourced annotation data that is
the source of our input, we logged the types of events that would
occur as the workers performed the task: playing and pausing a
video (Play), stepping to a next/previous frame (Next/Previous),
rewinding a video (Rewind), and events related to annotations
(Draw) such as drawing, resizing, and dragging and dropping a
rectangle with timestamps. We first calculate the time for each task
per worker (Time) by using the difference between the timestamp
on the last event and the timestamp on the first event performed by
the worker after the instructions have been read and the video has
finished loading. We then align the workers’ annotation data with
the logged events based on the timestamps of events.

Detection rate of target objects We find all ground truth
annotations present in the same frame as the workers’ annotations
and then used the Dice Similarity Coefficient (DSC) [27] to
determine whether or not a worker annotation W corresponds
to an actual ground truth annotation T for both target objects and
quality control objects. The DSC is calculated as:

DSCWT =
2 |W ∩T |
|W |+ |T |

(1)

A worker annotation is considered a match to the ground truth if
DSCWT > 0:5. Since the ultimate goal of crowdsourced medical
data is to find a suspicious area and show it to a radiologist, even a
partial match can be a good indicator to show a suspicious area.

Workers’ annotation features: Based on the accuracy of the
workers’ annotations, we store matching ground truth target objects
and the centroid of the annotated regions. We also calculate the
number of missed quality control objects for each worker.

Ground truth annotation features Unlike the workers’ an-
notations, where a polyp/nodule was only annotated in a single
frame, the ground truth annotations per target object were present in
multiple frames. To analyze the characteristics of these annotations
in our data analysis component, we first compute the number of
annotated frames. We then compute the average area size Ai and
ratio Ri of annotations J per target object i as following:

Ai = ∑
j∈J

(wi j ∗hi j)=NJ ; Ri = ∑(wi j=hi j)=NJ (2)

where wi j;hi j are the width and the height of an annotation j,
respectively, and NJ is the number of annotations J.

4.2.2 Data analysis
We analyze preprocessed data to perform several tasks (R.2-4).
Additionally, we detect an ugly worker by calculating that a worker
missed a certain number of quality control objects, where this
number is selected interactively by an analyst.

Clustering workers’ annotations In our crowdsourced an-
notation data, there are many annotations for the same object.
Thus, we need to cluster these annotations to aid an analyst in

analyzing the annotations (R.2). In our data, each annotation can
be matched to annotations in the same frame or the closest frame
with high probability. Thus, we first search annotations in the
same frame and compute whether they are matched or not. We
then compared annotations in the current frame to annotations
in the closest frame. To determine whether they are matched or
not, we used two approaches. The first method is extracting scale-
invariant feature transform (SIFT) features [28] within an annotated
area and then using brute-force matching. SIFT features are
scale, orientation/rotation, illumination, and (partially) viewpoint
invariant. SIFT consists of four steps: 1) feature point detection, 2)
feature point localization, 3) orientation assignment, and 4) feature
descriptor generation. We chose the SIFT method because it is a
current state-of-art method and works well for our input data [29].
We experimented with various annotation sizes. If an annotation
is too small (the area of an annotation ≤ 900 pixels in our target
datasets), matching using SIFT features sometimes fails to find a
match. Therefore, we use another approach using the centroids and
frame distances of two annotations i and j as follows:

Matchi; j = ‖Ci−C j‖< α and |Fi−Fj|< β (3)

where Ci;C j are the centroids and Fi;Fj are the frame numbers of
i and j, respectively, and α and β are user-defined constants. We
empirically set 10 for α and 5 for β in our case studies. We use
OpenCV for this calculation.

Clustering workers’ logged events To compare workers’
event patterns and discover the effects of workers’ event patterns
(R.2-4), we need to cluster the logged events from the annotation
tasks. We first create a vector containing the events (Play, Next/
Previous, Draw, Time, Rewind) for each worker and then run
a dimension reduction method, t-SNE [30] with the Euclidean
distance similarity metric to preserve the local and global structure
of the data. To cluster workers’ logged events, we provide an
analyst with t-SNE to find the number of distinct event classes (5
clusters in our case). After setting the number of the classes, we use
single-linkage clustering [31] to obtain event classes automatically,
which is a hierarchical agglomerative clustering method. For our
data, our clustering method successfully detects these five classes
(Fig. 3). We tried k-means and hierarchical clustering, but the latter
method showed clusters more clearly in our target dataset. Other
clustering methods [32] may perform better for other datasets.

5 CMED DESIGN

Based on our design rationales (R.1-4), we designed our framework
to contain several linked views. The Timeline View provides an
overview of workers’ and ground truth annotations. To see details
of these annotations, we offer the Frame View, which shows details
of selected frames from the Timeline View. In the Worker View,
we provide two types of information: each workers’ annotations
and the event patterns for each video, along with a summary
of this information for all completed tasks by each worker. The
Class View and the Matrix View aid a crowdsourcing application
analyst in understanding the correlation between workers’ event
classes and their corresponding accuracy. The Video View allows
a crowdsourcing application analyst to investigate the context of
a target object in a selected video. The main views in the CMed
framework are the Timeline View, Frame View, and Worker View.
The other views (The Matrix View, Class View, and Video View)
can be hidden if they are not necessary. We used the ColorBrewer
color scheme [33] for the visual elements in each view.
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Fig. 4: An example of two modes in our Timeline View: area mode (top) and normalized mode (bottom). The two modes show the
same annotations for each video, but have different scales for the bar heights. In both modes, the x-axis is the video timeline, indicating
the video frame number. Workers’ annotations ( ) and ground truth annotations ( ) are shown as vertical bars. The details of the
highlighted ( ) area are described in Fig. 5.

Fig. 5: Timeline View illustration. The left side displays (a) the
ratio of annotated frames to total frames in each video, (b) the
number of target objects identified ( ) and missed ( ) by workers,
and (c) their size encoded in the bar colors. On the right side,
stacked horizontal bars at the bottom of the x-axis show the ground
truth target objects, where bar width indicates the number of frames
in which the target is visible and color represents target size.

5.1 Timeline View
In the Timeline View (Fig. 4), we reveal the overall annotation
information for each video (R.1). The Timeline View can order
videos by the name of a video, by the sensitivity of identified target
objects, and by the number of target objects. The Timeline View
consists of two parts: a summary of annotations on the left side
and annotations per frame on the right side (Fig. 5).

The left side (a blue box in Fig. 5) displays the ratio of annotated
frames to the total number of frames in each video by the width of
a bar (Fig. 5(a)). At the bottom of the bar, we display the number
of target objects from the ground truth as the number of squares,
and the color of each square indicates whether a target object is
identified by a certain number of workers (blue: detected, pink:
missed); this threshold can be interactively changed by the analyst
in our Control Panel. We also place bars at the bottom of the
squares, where the color of each bar indicates the size of each
target object. We note that the size of the blue bars for the ratio
and the colored squares may appear small, but the purpose of these
elements is only to show how small the annotations are and whether
there are missed target objects.

On the right side (a red box in Fig. 5), the x-axis is the
video timeline indicating the video frame number, and the y axis
represents the magnitude of the area of an annotation. Annotations
are shown as vertical bars with different colors (blue for workers’
annotations and pink for ground truth annotations). For each bar,
we select an annotation with the largest area among annotations in
the same frame. The areas of some annotations might be too small
to be noticeable in the view. Thus, we provide two modes to scale

the y-axis: area mode and normalized mode. The area mode shows
the actual area of annotations (e.g., how small an annotation is),
while the normalized mode shows the relative difference between
annotations. In area mode, the height of each bar is scaled based
on the maximum possible size of the annotation (i.e., percentage
of the full video frame size). In normalized mode, we select the
annotation with the largest area in the video and scale the heights
of the bars for that video such that the largest area will fill the
entirety of the vertical space. Fig. 4 illustrates these two modes.

At the bottom of the x-axis, we stack horizontal bars for each
target object from the ground truth, where the width of each bar
indicates the number of frames in which the target object is visible
in the video, and the color represents the size of a corresponding
target object, which was also from the ground truth. The analyst
can select specific frames by brushing to see details in the Frame
View. The selected frames are also shown in our Video View.

On the right side (a red box in Fig. 5), we visualize only the
annotation with the largest area in the same frame; an analyst
cannot see a small target object if several targets are overlapped. To
help view these overlapped objects separately, selecting a square
representing the target object on the left side of the view highlights
the area corresponding to that target by graying out the other
ground truth annotations.

5.2 Frame View

An analyst can select specific frames in the Timeline View, and the
details of the selected frames are then visualized in the Frame View
(Fig. 6). This allows analysts to compare details of the ground truth
and the workers’ annotations (R.1,R.2). Similar to our Timeline
View, there is a chart, where the x-axis indicates the video frame
number and the y-axis the area of each ground truth annotation.
Each line represents each target object that is present within the
selected frames, and the color of each line indicates the size of each
target, which is the same as the Timeline View. In order to display
annotations from the workers, we first compare all annotations in
the same frame by the DSC mentioned earlier. If there are similar
annotations, we group them together and store the annotation with
the largest area as a representative of the annotations. We then
visualize the representatives of the grouped annotations, where each
dot’s color indicates it is a representative (blue dot) or selected
ground truth (pink dot) annotation. The size of each dot (blue dots
near the red line as a representative annotation in Fig. 6) represents
the number of annotations within the group. We use the same
colors we used in the Timeline View. Additionally, if a worker’s


