Modelling Rate Based Congestion Control in an ATM Network Designed for Video Retrieval


Philip Branch�Advanced Networks Systems and Applications Group (ANSPAG)�Monash University�philip.branch@eng.monash.edu.au


Mohammed Atiquzzaman�ANSPAG�Monash University�atiq@eng.monash.edu.au


�
ABSTRACT: It has been observed that the usage pattern of interactive video on demand (VOD) is significantly different to entertainment video. In particular, the usage pattern includes pausing, playing and fast-forwarding parts of the video sequence. This usage pattern results in highly interactive video on demand which in turn gives rise to multiscale burstiness of the traffic to be carried over the network. If this highly interactive video on demand is to be provided over an ATM network, the question arises as to which category of service and congestion control scheme is suitable for the delivery of such interactive video. In this paper we study the suitability of ABR with rate based congestion control for the transport of VOD service over ATM. We compare the effectiveness of rate-based congestion control and no congestion control in a VOD environment. To carry out the comparison, we model the VOD with Markov Chains and then develop models of network performance for both simplified rate-based control and no congestion control. Our study indicates that over a short distance, such as a LAN, rate based congestion control is very effective.


�seq seqno\r1�1�. Introduction.


Video on Demand (or Video Retrieval) involves the accessing of encoded material from a video server across a network. The range of applications of VOD may range from entertainment video through to video for educational purposes. The characteristics of the traffic transmitted from a video server to the network depends on the application. For example, a user accessing video for entertainment purposes may be watching it for long periods of time without breaks, fast-forward or rewind. On the other hand, students using a VOD system for educational purposes may be using it much more interactively. In order to identify the strengths and weaknesses of video on demand and its possible application in education and training, we have conducted VOD trials in an educational environment and found that VOD in education is used in a very different way to entertainment video. We have observed that students are far more likely to use it in an interactive way. They will repeat a section that was not fully understood, or one that is of particular interest. They will pause the video to look at a particular still, or to take notes. They will skip or fast-forward sections of little interest.


The interactivity of VOD users may be similar to that which has been observed by multimedia researchers [7]. This interactive behaviour results in an additional level of burstiness over that of the MPEG-coded video source material which is inherently bursty. Such bursty traffic has repercussions for network design and raises the question as to whether we obtain some statistical multiplexing gain.


The ATM forum has specified that entertainment video is to be carried by CBR category of service. They have not addressed the issue of video on demand trick modes (fast-forward, skip, pause) Use of CBR can result in significant bandwidth waste, as some of the trick modes require increased bandwidth (fast-forward for example), while a significant amount of time might be spent paused, using no bandwidth. A limited amount of work has been done on provision of trick modes within a constant bit rate frame-work, but more complex video oriented applications will require differing amounts of bandwidth. Use of CBR in a VOD environment involving trick modes will necessitate reserving bandwidth at the maximum rate required by the application. This will result in a significant waste in bandwidth when the server is not sending at the maximum rate. This will also result in under-utilisation of network resources, such as link bandwidth.


In designing a private network for interactive video on demand, we wish to obtain the best use of that network. In particular, we would like to carry the maximum possible number of interactive video on demand sessions within a link, especially if the link is provided by a carrier at a premium price. Consequently, we look for opportunities to obtain statistical multiplexing. 


The ATM Forum has specified Available Bit Rate (ABR) as one of the service classes [8]. Since it is based on the excess available bandwidth in the network, it is anticipated that the usage charges for this service would be less than other service classes. Although ABR is intended for non real-time services, the inclusion of a minimums cell rate in the ABR specifications [8] makes it an attractive economical candidate to carry applications which can operate at varying bit rates depending on the availability of the network bandwidth. ABR uses a rate-based flow control scheme to control congestion in the network. Rate based congestion control involves explicit information from the network back to either the source or another node in the network, informing it of congestion, and causing it to reduce its output. There are several varieties of rate based congestion control[3], but all are based on informing traffic sources that congestion has occurred, and that they must reduce the rate at which they send traffic into the network.


We use analytical methods and simulations to understand the qualitative nature of the behaviour of different approaches to network design options. A simulation or mathematical model is usually developed before actual implementation. The advantages of developing a mathematical model is that, once developed, and providing it is sufficiently general, it can be used to evaluate different design options quickly. Simulations require very large execution times, especially when evaluating rare events such as cell loss. Therefore, a simulation option only is often not enough.


Modelling interactive multimedia has usually been done with Markov models [4, 6, 7]. The assumption is that the amount of time a user spends looking at, or listening to a monomedia element is exponentially distributed [8]. Our modelling assumes each video on demand client being in one of three states: paused, viewing or shifting. There has been a great deal of work in modelling rate-based congestion control schemes in the last few years [2, 3, 4]. We adapt the work of [4] to model the behaviour of a VOD system using a simple rate-based control mechanism. The next section describes the system we model and the assumptions we make. Section 3 presents the analysis of the model and a comparison with simulation.


�seq seqno\n�2�. Video on Demand System Model


With the PC based video on demand system used in our video on demand trials, users can pause, view, and shift to another part of the sequence. During pause, the bit rate is zero, during viewing, the bit rate is the encoded rate, which in our trials was constant, and set at 2.5 Mbps and during shift, the rate was a higher configurable rate which we set to 5.0 Mbps.


In modelling interactive behaviour, Markov behaviour has usually been assumed. We model the behaviour of any individual as a three state Markov Chain shown in figure 2. From this, we calculate the aggregate behaviour of multiple users.


We consider two categories of service for our VOD system. One depends on no congestion control, while the other is based on the rate based congestion control scheme. 


We are interested in performance at a network bottleneck as shown in fig 1. We model the case where the video carried across a lightly loaded ATM link enters a heavily loaded link, such as a heavily used local area network, or a wide area network gateway. This, we can model as a queue, as shown in figure 4.


It is the aspect of rate-based congestion control that the rest of this paper deals with. We compare cell loss for rate-based congestion control with no congestion control for aggregate video on demand users, using the model of interactivity outlined previously.


We make several simplifying assumptions to enable us to model the system. First, we assume the high speed link is never congested, and is always able to transport any arriving cells. Second, we assume the low-speed link is able to absorb cells from the high speed link at a constant rate of 25 Mbps. Third, we assume the buffer behaviour at the low-speed link can be modelled by a Markov chain [fig 5]. Fourth, we assume the video is encoded at a constant rate (2.5 Mbps) and the image quality is allowed to vary depending on the content of the scene. Fifth, we assume a significant propagation delay for the source to respond to the congestion information. Sixth, we assume the source has an infinite buffer. Finally we assume that the source responds to congestion notification by stopping the transmission of cells totally, and transmitting all cells queued when notification is received that the congestion episode is past. Apart from the last, all these assumptions have been made previously in attempts to model similar systems [2, 4]. 


In the system we model, we have 10 video streams, each with an average rate of 2.5 Mbps feeding a buffer which is connected to a 25 Mbps link [fig 4]. This represents a heavily loaded node. If we let our unit of time be the amount of time for 1 cell to enter the buffer in a virtual connection at 2.5 Mbps, then during each cell time, each virtual connection contributes either 0, 1 or 2 cells. Cells are removed from the buffer at the rate of 10 every cell time. We model a buffer of 100 cells.


�seq seqno\n�3�. Models


�seq seqno\c�3�.�seq seq2\r0�0� Rate-based and No congestion control


The ATM forum has specified four service categories: CBR, VBR, UBR and ABR. Unlike the other categories, ABR implements a rate-based congestion control scheme. When the network nears congestion, information is transmitted to the source, reducing the bandwidth of its virtual connection. 


We show how an analytical model of cell loss can be obtained, and show that rate-based congestion control is effective over short distances. We begin by modelling the case where there is no congestion control.


�seq seqno\c�3�.�seq seq2 \n�1� No Congestion Control.


We construct the transition matrix in the usual way [9] and then solve it to provide the probabilities of cell loss at the buffer as the feedback delay is increased. The results are shown in fig 6.


�seq seqno\c�3�.�seq seq2 \n�2� Rate-based Congestion Control.


Modelling rate based congestion control is much more complex.


To model the rate-based congestion control, we divide the buffer states into super-states denoted by I, II, III and IV as shown in figure 3. These states are identified by whether a STOP or a START message has been sent to the source, and by the buffer occupancy. We know that each super-state will eventually end, once it enters another super-state. Consequently, each super-state is finite, and so can be analysed using Finite Markov Chains[5].


We divide the buffer of size B feeding the heavily loaded link into three areas. (See Fig. 3). The area from 0 to L cells is the low level mark. If the buffer controller has previously sent a STOP message to the source, it sends a START message when occupancy drops below L. H is the high level mark. If the buffer controller has previously sent a START message, it sends a STOP message when occupancy exceeds H. We denote the buffer occupancy at cell slot n by the variable Xn . The number of cells removed from the buffer every cell time is Mremoved .


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\r1 �1� State III.


We begin our analysis at the start of state III. At this time we know the occupancy of the buffer feeding the low-speed link is greater than or equal to H. If we have a maximum of Mmax arrivals during any cell time, then we assume the occupancy of the of the buffer is uniformly distributed between H and H+Mmax.


If we denote the probability vector by psig_off then:


psig_off = (0, .. 0, 1/Mmax, 1/Mmax...1/Mmax, 0, ..)


We construct the transition matrix P, so that overflow is an absorbing state [5, 9]. We know the length of time of III is d, the feedback time. Consequently, at the end of III, the state of the system is given by:


parr_off = psig_off Pd


The probability of overflow is then given by the corresponding element of parr_off.


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\n �2� State IV.


State IV is a pure death process. The time spent in state IV depends upon H - L and the value of Xarr_off. We can approximate Tdown by assuming the mean value of Xarr_off is H. This then means that Tdown has a mean value of:


(H-L) / Mremoved


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\n �3� State I.


State I wraps around from state IV. The elapsed time in I is always d / Mremoved, provided buffer starvation doesn’t occur. A value of L that prevents buffer starvation is d Mremoved  .


We also need to consider the buildup of cells at the source since a STOP notification was sent at Xsig_off  during III, IV and I.


Traffic builds up for d/2 in III and d/2 in I, assuming feedback and feedforward times are the same. It also builds up during Tdown. Consequently, traffic builds up for d + Tdown cell times.


If we denote the mean amount of traffic that arrives each cell time by Mmean then the mean amount of traffic built up in the source will then be Mmean (d + Tdown).


We can now consider state II.


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\n �4� State II.


We assume the high-speed link has sufficient capacity to transmit the built up traffic from the video server to the buffer in the edge switch in one cell time. Consequently, the mean value of Xarr_on will be Mmean (d+Tdown).


To find the mean time in state III (Tup) we treat H as an absorbing state, and use Finite Markov Chain methods to determine the mean value of Tup. We take transition matrix P and segment it as follows:


� EMBED Equation.2  ���


P0 represents occupancies 0 to H. We treat these as transient states, and collapse P3 (representing buffer occupancy states H+1 to B) into a single absorbing state [5]:


� EMBED Equation.2  ���


where � EMBED Equation.2  ���


The first transit time to absorption is Tup. From [5] we know that:


Pr(Tup = n | Xarr_on=i)i (P0 = Pn-1 e


(e is the unit vector).


This gives us a distribution of Tup .


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\n �5� Cell Loss.


Cell loss can only occur at the beginning of state II and during state III. If we assume the buffer is sufficiently large that cell loss will not occur at the beginning of II, then the overall cell loss probability is 


Pr (cell loss)


 = Pr(cell loss in III) d / (2d + Tup + Tdown).


�seq seqno\c�3�.�seq seq2 \c�2�.� seq seq3\n �6� Application to Interactive VOD.


We can apply the above to a network such as that in figure 1. 


Although accurate statistics are yet to be obtained, we found that as an approximation a typical user might spend a third of their time in each of the states of viewing, pausing and fast-forward, giving an average rate of 2.5 Mbps.


We consider a system working at almost full capacity, and see how it behaves as the feedback delay increases. We can compare the probability of cell loss for no congestion control and for rate-based congestion control.


The behaviour of the network is shown fig 6. We see that when feedback time is small, the cell loss is substantially lower than in the case with no congestion control. For the example we studied of ten users, each spending the same amount of time in each of the three states (paused, viewing and shifting), depending on the feedback time, cell loss is between one and ten percent of that when no rate based control is used.


�seq seqno\n�4�. Conclusion.


Using current models of interactive multimedia, we have investigated the performance of rate-based congestion control. We have shown that the problem is analytically tractable.


We conclude by saying that rate-based congestion control may have better performance than no congestion control over short distances at network bottlenecks. When designing an ATM network for interactive multimedia, rate-based congestion control, if available, should be considered when the feedback time is small.
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Fig �seq figno �2�. Interactive VOD User
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Fig �seq figno �3�. Buffer occupancy
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Fig �seq figno �4�. Heavily Loaded Buffer at the Edge Switch.
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Fig �seq figno �5�. Buffer Markov Chain
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