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�
ABSTRACT: Video-on-Demand in education is used in a very different way to entertainment video. In particular, it is much more interactive, requiring variations in bit rates over long periods. This paper explores some of the server and network design issues in implementing an ATM network to carry this interactive traffic. It includes an analysis of the effect of a server using the Winsock 2 quality of service mechanism and compares the system performance when CBR, UBR and VBR are used to carry interactive Video-on-Demand sessions.


�seq seqno\r1�1�.	Introduction.


Interactive Video-on-Demand is the accessing of encoded material from a video server across a network. Recent Video-on-Demand trials at Monash University have shown that Video-on-Demand in an educational environment is used in a very different way to entertainment video. Entertainment video tends to be played from start to end with little interactivity, while educational video is used in a highly interactive way, as students pause the video sequence, fast forward to points of interest, and review particular scenes. This interactivity results in considerable variation of the bandwidth required of a video stream, even though the video may have been encoded at a constant bit rate. This variation has repercussions for network design. How can an ATM network be designed to obtain maximum use of its resources? Can we obtain some statistical multiplexing gain with only a minimal impact on viewing quality? Such gains are particularly desirable for video which is transmitted across expensive wide area links.


In the few Video-on-Demand systems implemented, the video has usually been carried across a constant bit rate circuit, allocated bandwidth at the highest bit rate. Thus a system that transmits video encoded at 2.5 Mbps, but uses 5.0 Mbps while fast-forwarding is allocated a circuit at a constant rate of 5.0 Mbps. This can result in significant bandwidth waste, as these higher rates might be used rarely. Consequently, there should be some potential for statistical multiplexing gain.


However, before taking advantage of this gain, there needs to be minimum bandwidth guarantees to video clients to ensure that an adequate service is provided. The newly released Winsock 2 specification [2] developed by a consortium of major computer and telecommunications companies includes a quality of service specification that is likely to become the standard for implementing servers that deliver real time data, such as video and audio, in the PC environment. This quality of service specification enables minimum bit rates to be specified, but allows clients to take advantage of unused bandwidth in modes that benefit from higher bitrates.


Allowing the Winsock 2 server to specify the quality of service of individual connections and policing the aggregate server output at a Virtual Path level allows substantial bandwidth savings to be made through statistical multiplexing.


In this paper we review Winsock 2, and examine through analysis and simulations the performance of different categories of service in carrying interactive Video-on-Demand. We show the effect on client traffic of the Winsock 2 quality of service layer, and characterise the aggregate traffic on the virtual path.


Although it is obviously preferable to obtain such information through observation of real systems, few interactive Video-on-Demand systems have been implemented and the Winsock 2 specification has only recently been finalised. The few systems installed use CBR at the peak cell rate. Consequently, there is little empirical information regarding making best use of Winsock 2 servers over ATM.


Our model of the interactive Video-on-Demand system is shown in fig. 1. We model two scenarios. In the first scenario, the virtual path is 34 Mbps supporting 10 video clients, while in the second scenario, the virtual path is 155 Mbps, supporting 50 clients.


� EMBED MSDraw  �����Figure � SEQ fig \* MERGEFORMAT �1�. Interactive Video-on-Demand.


The main objective of this research is to show the interaction between the Winsock 2 layer and the ATM layer for a number of interactive video clients. We show that as the number of clients increases, the multiplexing gain increases, and that it can be quite significant when the number of clients is large. We quantify the obtained multiplexing gain from UBR over CBR. For different levels of multiplexing gain, we also show the frequency and duration of degraded service. 


�seq seqno\n�2�.	Modelling interactive behaviour


In this study we adopt the approach outlined in [9] and use Markov methods to model interactive behaviour.


The source behaviour due to a client requesting video can be described by the state transition diagram in Fig 2. State 0 represents the client pausing their video sequence, state 1 represents viewing the sequence at the normal rate while state 2 represents fast-forwarding the video sequence. We make the simplifying assumptions that each state corresponds to rates of zero cells each slot time, one cell each slot time and two cells each slot time. We also assume transitions can only occur between states 0 and 1, and 1 and 2.


In a more complex system, there would be additional states such as slow and zoom, and transitions would be allowed between highest and lowest states.


� EMBED MSDraw  ����Figure � SEQ fig \* MERGEFORMAT �2�. Single Source State Transition Diagram.


The source probability matrix Q is a simple three by three matrix, derived directly from the above diagram as follows.


� EMBED Equation.2  ���


We use the above matrix as the basis of our analysis to investigate the effect of the Winsock 2 layer on individual streams, and how aggregate traffic streams are affected by different categories of service.


We model three levels of interactivity; a low level in which the client spends 5% of their time fast-forwarding (state 2), 5% of their time paused (state 0) and 90% of their time in ordinary viewing; a moderate level of interactivity in which clients spend 10% of their time fast-forwarding, 10% of their time paused and 80 % of their time viewing, and a high level of interactivity in which the client spends 25% of their time fast-forwarding, 25% of their time paused and 50% of their time viewing. We assume the mean time spent in ordinary viewing before jumping to another state is 90, 80 and 50 seconds for the low, moderate and high levels respectively. These are intended to be indicative values observed from our trials, and are subject to revision as we conduct further trials.


�seq seqno\n�3�.	Analysis of Winsock 2 Layer


Winsock 2 provides an interface between the network and the application. The application can negotiate a specific quality of service with the network. There are four categories of service in Winsock 2: Guaranteed, Predictive, Best Effort and Controlled Load. Guaranteed service is usually implemented with Constant Bit Rate category of service in ATM. An application requesting a Guaranteed service can expect that its traffic will be isolated from the effects of other traffic in the network. This service is intended for applications which require a precisely known quality of service. Predictive service guarantees that it will be able to transmit data at least at a minimum rate for the duration of the call. An application may transmit at a higher rate greater than this subject to constraints from a token bucket mechanism. This is the service intended for interactive video, and the one we use in our modelling. Best effort service is similar to ATM's ABR service, in that the service provider will make a reasonable effort to deliver the data, but without any guarantees. Controlled load is similar to Best Effort, but is isolated from the effects of other traffic streams.


Predictive traffic leaving the Winsock 2 layer is controlled by a token bucket mechanism. A counter (the token bucket) is incremented at a constant rate (the token rate). As data is transmitted onto the network, the token bucket is decremented at the corresponding rate. An item of data is only allowed onto the network when there is a token in the token bucket for it.


As mentioned in Section 2, each traffic source is modelled as a three-state process. The states are governed by the behaviour of the client. These states are pause, view or trick mode. We assume that each of these results in a different bit rate. We assume that the duration of each state is Markovian; that is the transition probabilities between states are constant and depend only on the current state.


� EMBED MSDraw  �����Figure � SEQ fig \* MERGEFORMAT �3�. Winsock Layer Model.


The token bucket will modify the transition matrix of the source. We now show how the output is modified.


We can construct a model of the modified source traffic at the output of the Winsock 2 server by assigning a state to each rate/token pair as follows. First, we make a number of assumptions as to the order in which events take place during a slot (See fig. 4.)


A token arrives at the beginning of a slot. If the token bucket is full, the token is lost.


A cell arrives, removes a token (if one is available), and then departs. If there are no tokens, the cell is lost.


If a rate change occurs it happens at the end of the slot.


� EMBED MSDraw  ����Figure � SEQ fig \* MERGEFORMAT �4�. Event Order during a Slot.


As an example, for a token bucket of size three, the transition diagram for a single source is shown in Fig 5.


We denote each state by an ordered pair. The first element is the rate (0, 1 or 2) and the second element is the number of tokens in the bucket.


� EMBED MSDraw  ���


Figure � SEQ fig \* MERGEFORMAT �5�. State Diagram for three rates and token bucket of three.


The above Markov chain representation causes the number of states to increase enormously. A token bucket of size 100 and three rates, results in 300 states. The consequent transition matrix has 90,000 elements, requiring considerable computational resources. However, we can use the approach described in [8] to reduce the computation necessary and derive the steady state probabilities of the matrix.


Fig 6 shows the effect the Winsock 2 bucket size has on a three level interactive source as the token bucket size increases.


� EMBED MSGraph.Chart.5 \s ����Figure � SEQ fig \* MERGEFORMAT �6�. Effect of Winsock 2 Token Bucket Size on Mean time at rates greater than sustainable rate.


The effect of the Winsock 2 mechanism is to reduce the time the source spends at rates greater than the sustainable rate. As the bucket size is increased, the mean time a source spends in the higher rates approaches the unconstrained time. Thus, a trick mode session will be more likely to be truncated with a small token bucket, than with a large one.


The following graph shows the loss rate caused by the Winsock 2 mechanism. 


� EMBED MSGraph.Chart.5 \s ����Figure � SEQ fig \* MERGEFORMAT �7�. Probability of loss caused by Winsock Token Bucket.


We can summarise the effect of the Winsock 2 Layer by saying that as the token bucket size is increased, its effect is reduced. When the bucket is small, traffic allowed onto the network is limited in its variability. As the token bucket size increases, the traffic is allowed to become more variable, until it reaches its asymptotic limit, in which there is no token bucket. We have shown how this varies for three levels of interactivity.


�seq seqno\n�4�.	Interaction between Winsock Token Bucket and ATM Network


�seq seqno\c�4�.�seq seqno2\r1�1� Network Model 


This section models a Video-on-Demand system where interactive video clients access material from a remote server. The two sites are connected by a permanent virtual path with a fixed bit rate. We model two standard rates; E3 (34 Mbps) and OC3 (155 Mbps). Video clients tunnel SVCs through this fixed bandwidth. Our interest is in the category of service used for each individual SVC.


�seq seqno\c�4�.�seq seqno2�2� CBR Virtual Circuits.


Constant bit rate circuits are allocated a fixed amount of bandwidth. For interactive Video-on-Demand, this bandwidth is the peak rate. The main difficulty with CBR is that a large amount of allocated bandwidth is unused.


Each client needs the bandwidth to be allocated at its peak bit rate, in this case 5.0 Mbps, even though its average rate is 2.5 Mbps. Consequently, a maximum of 6 clients can be carried across an E3 link, resulting in a waste of 19 Mbps of wide area bandwidth.


�seq seqno\c�4�.�seq seqno2�3� VBR Virtual Circuits.


VBR is designed to cater for short term variations in bandwidth by buffering cells in the switches. VBR uses a double token bucket to govern the rate at which cells enter the network. VBR is intended to allow some traffic variability onto the network, but is mostly intended to deal with traffic variations that occur on a small timescale. With interactive Video-on-Demand, traffic bursts from a single source can last for several seconds, depending on the level of interactivity. However, the Winsock 2 layer can limit the size of these bursts, and the burstiness of the aggregate traffic decreases as the number of clients increases.


In the following analysis, we have assumed that the behaviour of the clients is Markovian. Consequently we can use Finite Markov Methods to obtain information about the duration of overflow. We omit details and show only the mean duration the output of the server exceeds 34 Mbps. However, additional statistics are easily obtained. Fig 8. shows the duration of overflow as the Winsock 2 token bucket size is increased.


� EMBED MSGraph.Chart.5 \s ����Figure � SEQ fig \* MERGEFORMAT �8�. Mean Duration of Overflow.


Depending on the capacity of the switch, we can use this information to decide how many clients we can support if each uses a VBR connection.


�seq seqno\c�4�.�seq seqno2�4� UBR Virtual Circuits.


Using a category of service for which no quality of service, and no bit rate is specified for a video service may seem contradictory. However, if we have a virtual path dedicated to video clients, and we use the Winsock 2 server to govern the behaviour of individual clients, we see that it has some potential. Effectively, quality of service control is handled by the Winsock 2 server.


In this implementation, each video stream is mapped onto a UBR circuit. A similar approach has been used in the CANARIE project in Canada, where video traffic is carried across ABR circuits [10].


The aggregate behaviour of a number of clients having a number of states is a multinomial combinatorial problem [11]. It can be shown that if we have N sources, each of which has 3 states of 0, 1 and 2, with probabilities of p0, p1 and p2 respectively then the probability that the aggregate output will be n is:


� EMBED Equation.2  ���for n less than or equal to N, and 


� EMBED Equation.2  ���for n greater than or equal to N.


Fig. 9 shows the probability of the offered rate exceeding 34 Mbps.


� EMBED MSGraph.Chart.5 \s ���Figure � SEQ fig \* MERGEFORMAT �9�. Probability of aggregate rate exceeding 34 Mbps.


As in the VBR case, we can use this information to decide on the number of clients a network can support for a given cell loss rate.


�seq seqno\c�4�.�seq seqno2�5�	OC3 Permanent Virtual Path


In this section we briefly look at carriage of clients across an OC3 (155 Mbps) link. 


Where each SVC is a CBR client allocated bandwidth at the peak rate, we can carry a maximum of 31 clients. This results in 77.5 Mbps of bandwidth being unusable.


We now illustrate use of UBR SVCs, to support 50 clients.


The following graph shows the probability of exceeding 155 Mbps as the Winsock 2 token bucket size is increased.


� EMBED MSGraph.Chart.5 \s ����Figure � SEQ fig \* MERGEFORMAT �10�. Overflow for 50 clients on OC3.


The above graph illustrates the considerable multiplexing gain that is possible when the number of clients is large.


�seq seqno\n�5�.	Conclusions and further research


This paper has investigated the use of different categories of service for implementing Video-on-Demand systems over a wide area ATM network. We have specifically looked at Video-on-Demand systems used in an educational environment. Usage in such an environment is characterised by a high level of interactivity when compared with entertainment video. We have studied the CBR and the UBR service categories. Our results indicate that when all video traffic is isolated on a separate virtual path, with quality of service controlled by the Winsock 2 server, UBR category of service provides good utilisation of bandwidth, but at the expense of some loss of quality.


The Winsock 2 specification provides a mechanism to control the variability of the traffic which a single source transmits into the network. We have developed an analytical model to study the performance of the Winsock 2 layer and its effect on the traffic from the server to the clients. Our work has shown the relationship between Winsock 2 token bucket size and individual interactive Video-on-Demand streams.


Further research includes measuring networks to obtain more accurate measures of interactivity, modelling applications with many bit rate levels and producing simple formulae to derive parameters for particular network configurations.
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